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FAHIHTET AT ERYT IR T L8, 3o ¢ (SHARI-SH 0 3%) T 3ok HIet AT foRiy
A B AR, WA ehra Wameht Heecer axmean fafag Tsaimg TW e 28y
TSR | 9 TRYG=AT A9TEEle & 3T THUT Yol oig TeRTiid shodnd STTel 3Ted. T 24
HfecaTsheIeht £ TRE SHSHHE I 3 ST AN TG AT Toh T TR SEficl FuIfas 3T,

. it weR ST 1. IR e AT SToe 2 et AT fSreardier qrests
A Gler A7 Ar=arelt Heieia fHesTieran @xiemTesh STermET saar 3. @™ <. IR
T FTHT, AT Ufeet Hivwst <F. STee oxr ai= FHT foreeh fomm ST YRardie 2t 9
STAh=AT=IT THEIT ISAUITETS! =T ARG =< STl T@Td sheft 3T,

TIET SITerg 707 S, el WatsH i SIae™T ‘Revealed Comparative Advantage from
Trade among SAARC Countries: An Empirical Analysis’ a1 MIIEER IOt (2R&Y)
fAEsTieRTa SR e R 3T |ieh waedr SeTinelicl Tqeicshl ST SATIR YaTeT=ar qoiTcish
AV fasdwor el R, i fafow wifeehe wifedi=ar fasgwomg arhweie et
TEHIHIS SATIR YT, TOIcHs AT SATI0T SqefcHehdar. TaToi qioms Srelr e sk
FTGAT, ST SHALSITETT Tt STEOIT AT AT &7 ey Ffgrae smaea.

"Fintech for digital financial inclusion - A study in reference to Global Findex
Database" I NE&TE, €. 90T Gz ST Wofg e A forfi @7 () &l
e STEEET AT HEA UTehHT JUT=T STV AT ST AT STl Edell 3R,
TSI foagar st Foael fhaeear aTat HaT Hdl A5l AGEH Tl e hrierd
SIS IR ST T eATvaITa STet 3T

"Disaggregated Public Expenditure and Economic Growth: A Second-Generation
Panel Data Analysis of Selected Indian States" 1 snafstaTd e Stsm efor S8, T oS
FHT 2%0-%8 T R030-3% AT BT £¥ TG IRATT TsAmefer fomhe Tt (Wmfoeh Sor
Teleh T ) ST foreR e @ (|1 HaT @) FieT ST JEiadiel THoTmT STvTaT 3R,
HTIOT forhTeIa Tt B2 STTTRIBME ATTF FEIat THTE FHATd, T SRS a1 Helel g
TIAT. T T Wigae! Tateat FATEeATeaT GHEIa Seh1eT STohdTd, SATes WETHRTE €eh aTed
sTaeTET ks @it e o1,

“Irrigation and Production of Rabi Crops in Udalguri District: An Economic
Analysis”leQ'ﬁﬂﬁ'ﬁﬂTﬂ,meﬁ.mwaﬁﬁwmﬁw
&S (NIA) STHTETET STEITE SRl 3TT8, T STeTare! aRoT axfedrd st STl Saerpdt
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fSeRITd NIA =7 I=T&1 W1 30T SeTeam=a STEHTeR Hewequl Wi 378, T df {uefie 3for

AIELI=AT SCATEHTER HEw@qul T STEed e,

"Industry 4.0 Leading to Environment Sustainability: Consumer’s Choice and

Preference in Tech-Enabled Marketplace" I1 ey, 3ot qreg. aTfor %ﬂTQ'L@Z%F it
T Tt & e ST Rl sk yateiier smeaa=h 3R wrew oAt wuf
TTRTEI 3T AT TIw0T hed 3R,

Gereft feer onifor ur. awt v Fir e "Evaluating the Impact of GST on
Indirect Tax Revenue and Tax Efficiency in North-Eastern India" J1 ey, GST=AT
FHAATSUIHoS I HRATAI 3T TSATHEN FTIE T HEYA HTMT L HIEHdR Heied]
TROTHTEIT ST hell 3. GSTN SereEmefier Hifed=ar ATIN GST T %his T GST =l
BT AT L HEYA, AT AN F&l T, GSDP AT TaharIdIet HITE L HEHA, AT
HATA ST forforer Seehi=r ST & ST shell 3Te. GST AN HAHHA HEge HeheH et
I T FHRIGTHAT AR STEATT R ST e TR,

"Analysing E-Governance Adoption in The Digital Era: A Study" 31 Fi?ﬁ‘a:ltﬁ'l?f,
TR SRS HTfoT S, R gereroreRt FiHT fefSieat shidi=an wrdvHier $-3mmee Heri=ar iR
fefSeet aftardara SgaTramT afom qureel STTRd. el TSATdie ¢o ARTRERIRST MaT shetedl
HAEIUTT=AT AT fEfSTeet TREd-T=AT HTeaTd §-RMMe Heliea TehRIe T ZThuT=T Beehie
SPSS M PLS-SEM o aTq& fasduur shel TR, & STV eNUehd, SATaHTRIeh TIOT
feqameriT fefrea Frma - Sat=n TR T e JrTe! artesis e,

"A Comprehensive Examination of Economic Crime in India" 3T G Tfdeh
[T e, o 3T ST H =T i STTe TR =T Uk SRTesdT foreTar STeRTRT ZTeha 3T,
Fiohe Fe3ATd. AT LA fofae IRA™ TsAAE HATMF TreTRi=ar skl SFATHaTcHS
farsgwor e it Wit ST SNV SoIe Shall 3T, =T STrar fshs 378 gefarara st
TS AT AT AT ARG FRRIcHR T 3R, T S bl Hede Tsa
ICTETEIT HEw@ U] HehRIcHe THTE 312,

"Gender-Based Inequalities in Shadow Education Participation at Secondary

Education Level in Haryana: An Analysis" 31 GMeATd, F. siaet by ofor 7. o e
firer =it sfEmormeie gz e grdedtat aremskiear s e geigien g fdm e
HEHTT Heeh HATe 1 © qUIHe T8, AT IVATAT 08 ¢-2 % Wl FHeI0T sholed foemeaiishl ¥3.93
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T2 RTETUTTeR EIOMT=AT SRl GeieaT feruTTeel SRfet UTdedier qerand! fefmierszrsh gemarefiqon
T I sreear i sTeiiad sl

“Management of Non-Performing Assets of Public Sector Bank in India:

Identification, Magnitude, Causation and Resolving" IT AT T@Td . TSTHA il Ji-t
TSt AT dhi=aT (PSBs) Ufohd HTEHT=AT (NPAs) SISITIHTER Tl shafl 3118, NPA o
T ST § YRAT sfehT Jurteft o11for sredeawe=t femdr @ wdiand! Teid uem

S a "Ha epidld.

"Multidimensional Poverty Index: A Comparative Analysis of the Indian states" J1

e <. dues =tet ait wisfe fofay Sefer fregwr sher 1R, A NITI ST R0%4-
R0%E JIMT R08%-303% AT HIATILIT FHIRTA shotedl SGSTRATHT Tl Fawtisrr (MPI) forseeor
el 3TE. TR U MPI #edl 912 BId STEARN, TS STafiTeh AT hiad Seedr= o
Fuifoard. AR Tsaiveia TRt fofoy Taaren demd 8 afed Rl TS i
ST Bl 3172, X 2. fogred oy =i+t <1, off. oI, rivea fafaq 77 giscim 3w 3 ¥ 329
IR 37€ 328 HIeGTH" AT TATAT T TN Y01 AT caT=l FHfer Freard STefiies e s
faa a2

HMereRiT AT fafaer sra 3 wifiey wriavis stdier @@= fafae snfefe et snfor
e STVATHYU! TS ST &1 Sieh SATIUI Fe =T TS ST SIS HLdl.

BT 3ich g oIS Od AWhiHT o Heh™d shel ATEd Il STHR =4<h hidl, diea,
TTee TS o SqHT hiateae] AT STeFe], e AT hHehTNuie Te He& IT Fai=t JeT &
3o firg od STHAMT Hed el qe STAHHIETEAT HuTesh W A  WRiE el IR
AT ST ATV T GWTEE  ATaehi] hetel TANTA J 2hiqeh HIFATETS! [HiZ= Sorarft
TR, ATSIE HY STYU) Fel{<l ST <k L,

get AT = Y. Tt SR AT FEUITE i Gl 9 ookd e (GedTeed i el

AT

(R
fedier : QU [t R0y (&1, i 9. Faw)
TS ;AR T HUTE — 3T
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1. AfHa . 7TER . 3U% ferTaes amrer
TSGR TR forvmT, ARl Shiell HTiorTer

., /. A ferermdias AR

MY

IS, TR

RATdIcT ATHIOT YT &1 GIHTISI 101 SATffe fereram=at TEi 37cad W= 3176, Taeadl

ST SR 71 A =41 GAYd TS 376, S0 1= Hiel] a1 92 Gae . 37T qroft
Q&3] FISH] TSt IM=rcrar=] HHatdl, GeTRd Wesdl Qe-r 3747d, &= 544 3710 Jis
QG031 STRIY FZTe1 TRT GALT AR 4% SR T2 GHeq] HAfy glard. a1 gragmed
YR F0! STEHIHE 376, W I1 IR GHISITAIA e WRIAI Sa7H1d w{id 918 gid.,
I SEId TR SRl s SR Glagr o) crdse] Hecar=a] (Hawnihi=n erl

AT AT T8,

S 9165 : TSI STRIT e, SR SR @, HARIT e [Hawe,

TEATIAT:

aHe] fomrEm=aT % urdeiier o
g2k HEd™ 3ARd Adidl HgwEl 9
TS AT AR F SHeRei Sia
TH RO B AWel  Sfer e
ETd I W UNET ' Arhredn
AT S GURoamEe! (Hawrs g
AR, HRUT & ke VA gTcHeh
AT A 3T HATEH ST AL
fomior BT, @ SR Sresdea gladtn
SN REIECICIIC IR IS Colkct 1)
AT TeHiTS AT THEAT e el ST,
AT Tl IFe=AT ThIad THeA ITET
ATMOT |rATfSTeR WA TR A3 AT &
e T[T e AT T FHRTEROT T
e AR, AR g7 o= shewert
I T 3R, HIoreanet AT Sifien

TR AR gloaiges fofm afor e
T AT AT AR QT e
AT wTTSieR ST SATfelen feerda germon
Bl% Iehd. Ml Afteh Scdreaerd 3oy
fdfergEar Wi sfouaEEl AR
gloeiel Sucteudl Hew@qUl AN <d.
(51, 2016).

Hesg T ANRT  Har  foekfua
FOAWE R U TST TR, O
TidseTedes o UHaReh AR a0 ST
QAOT BT HTESIoh SX Ho=T 33T 3T
AT AT STCREAT SR gERen
FOTS M AT hisd el ATa. T
TS T S fomiea: stfeart o amor
AT SHA|TS!] |Tesi-e R glorr
I SUTSY e o 3TEd. WA TSI
favmT 3 mefie %™ 36 O 51 AT AWIEIIH
TN IId HHERT hell AR, (A&HTRI,
2021).
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SLUIGEE A DL G (te I ECIC
Y T HErAT foshE A (UNDP)
My AR Qg AT aHe ok
SUsHH (OPHI) Fi=aT ¥ foremm 2010 7ed
g ST 3T THeRieh AT AT i
geRIvT STTE. T FHaSTieRTa ST, fRreqor STTfor
Ul & i AW g A Haa 10
frduries amR. 2021 weA ' fE&wid 109
GQliﬂlchﬁ\dl AL eh{UId HlcAl Wll‘ll(ach E|§-
Fryet i fdishT=a e it ST
2021 T @A TR hedl, A7 fHceTiehma
AR f3reror anfor wevfiue § W
AT A1 Al 12 Fdmiss o, -1 -
A — U, ST, THISEId st
[T Fdered). smem- 2 - freror - oA
HATIATT-IMMSA T I8, Ted=it gl STRM- 3-
TRV — AT TIEUTeh $89  Eesarl ,fUuam
[T Few), 3@ ala 12 Fewrs i
AT HTTS HOITd 3T, AT TN
" Tl H MRAW Nedm 9 <k
AL &l s fdeeh aree,
AT W Al AR W AL AT
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ST T ATekieT T 3T TTUETT HHT Shedl
TR, (et A, 2021)

e U0 o Rl AR feften
FEehiaR (AT, v qroft STifor )
e 0 TSt SR, NP forehrEre! T 17
S TR ATUhT =TTt SR AT HeToT §
fog=n swHhR S AR, JEET TR
Hd “fomEmET e I gese A
Il BR TS AR, IO AT & b=
e |THTISE: g e SRt foshrereA
I HEE IR, (B, 1981)

AREEID SiamE 3T A ot
AW 7 IRAT FESHTd e T wewr 3y
2RI S e G N I o 2 & S
e gfafdfoe 3R, et
3fETER TSHT AREEAT RO TR
&7 eATEIaT W Q0T 3T, TS AT
TR 2002 TER T A0 SR AT
(NRHM) 12 T 2005 TSt Trfior SHdar
AN EQ, M TSR A daT - JeH

O IEMH & FHOATT HTAT.
aHhT-1
AT AT T
(FheT I ICUATSATSAT THRATI)
aw 2015-16 | 2016-17 | 2017-18 | 2018-19 | 2019-20 | 2020-21 | 2021-22
aTRE | 1.3 1.4 1.4 1.5 1.6 1.8 1.8
HERTE | 0.7 0.7 0.7 0.7 0.8 0.8 0.8

I — T1fofer THIET — R SR 2008 d 2022 , TIM 2 3TehTee TREAE -2015 1 2023;

(Annual Report on Health, 2005).
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R QAT T (FP S SUaId SUTSATAT TapaRid)
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S 13
T 1 07 07 0.7 0.7 08 08 08
S 05
»
B o

201516 201617  2017-18 201819 201920 202021  2021-22

CARICH|

grioes g gl
naavﬁﬁﬁwwwaﬂ%ﬁwmﬂﬁﬁ?
nﬁsmaena?ﬁaqﬁ 2014 @ 2020 -21 =T
Eh‘lﬂﬁ%ﬂ?r HZ M TST THHST St
=T YHTOTG |THTNTeh Adieiid @ 6.2 2oh
T&T 8.8 TFh U ATGATATA ATAT. 2008-09
T 2020-21 IT FBA HESIHE TFITRIA
TElg 96 qEd iR IR, 91 are g
AT AR, hITAS -19 I Arefiv refezawen
HTIOT HTHTISTeR &A1 G el T ST,
qrefi=ar WnHes Sfifad gt s sHtoamndt
A &ATd SO Wi a6 HugTd
TR AT Aqd GaaqTeReh Hed Yohsl
QUATT T, TERTETET foeR e, ST
Yo @ (.8 Tk =37 L AT ATl il
=T B TS Gl Heed a1 Hle3ld
ATITF IR,

AR TEAT TAH OIS AREET T
Ty TR 1 3Uehs g FRoaTTal SATieamlt

ST 3000 ARG & FT 3R, @ for
AfeaTEt &ATETEt 5000 AFHEEIT STTAF
IR, 1 wrfies TW she TTOT HuITES
fearEt &a 20000 SAhEET ® R
anfeaTdl &=mEEl 30000 weREET & ey
IR, T TAE 4 d 5 TfHE A0
FHEETST Tk UTHIOT STy foet ST,

A AR Q!
Tsa Beda sTimEfauas arRmE gl
AR, AW Al SUElieT I e
T TTHeh ST hg, JTOT SThSTET THTST
R, HERILT 1096 TTAfHeh S shTieh!
AR A 53 Wi AR R TR
TERITT 10740 30eh% HTS ATIehT THTRAST
316 3Iuhg TR, gt Taadiet ST @
Fiarid IufSTesT TR (100) @), SufSTeaT
AT (100 @TeT) , URSTesT T (50
@rRT) @, ATRA T SRl worer
TR, 50 @R 2 UeRl T F 12
TTHIOT TN 3TRA. A e TR
Yamed fafasiy A= amEr 3, A1
HTIOT ST AL 2008 TET T& AT HA1 F&
O T TR
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HERTS ITEATER  G0aTa AUt AraAieh
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2
AR FleT -AgRTSE o TR T

R AT T &% HERTE AT
RIPIEERSY TR STRI g 1906 53
A TR AT TR 10740 316
e womer 23 0
EGIRESRIEI ] JUTSTeRT T (100) T 25 0
TR | JufSTeaT T (50 @Rl 56 2
T SO (30 W) 387 12
LEICRSINENE] srfaferry T st arferes Sfor
HE & T F2F 2008 UTE & F0ITA AT 2 0

G - TERTSE I AT +eh TR fmT (2023)

d=hl -3

HERTSZ I T eaTdie oTRre fawares Rordt 3uieh (Tehsat earkaia)

HEWTSS ARTR Foreet

3. [EERUED 2015-16 | 2019-20 | 2015-16 | 2019-20

£ NFHS4 | NFHS5 | NFHS4 | NFHS 5

1| 6 a9 SIOr camer Afeer 9 STHUM=AT IMMesd etedT | 77.4 79.6 86 86.5
et

2| 1539 Ul HHT 9 St AREE 24.5 22.8 20.9 20.9

3 | Fosi=h gor e SRiHE TR A rREE 93.5 97.8 97.9 99.5

4 | T qToTe o ST o Al 92.5 93.5 97.4 99.5
TG Tl Glad= aTat 0T sl 51.9 72.0 72.2 88.9

5 | CoRiTRETE T $U Gl ST B 59.9 79.7 75.7 96

6 | fomm fhan fam T siwia wwifae | 15 20 18 25.6
I hIVTE! AHT L ITEA Fo

8 | 10 foham camver stferer e Rreror sraerean 42 50.4 53.1 67.6

9 | T ST FAETHE S THTOT 90.3 94.7 97.2 100

10 | HTeISIeh SR e STEOT=AT 61 78 S JHI0T | 48.9 55.8 70.6 61.9

I - T Bt 29 @4 2015 -16 9 2019-20

TR ST AT FefeTelter ST
fowaes FEl Fass Fesriw=n afar arofia
fomam et TR, A e TeshiE b
IO ST Sfa|TTeft e Tedes deier 3. a1
U T@3AT IS Tehad. 2015 -16 =0

|| STHHTET | | AHEHST R07%, ©E 98,

e Bt T e TR HENTg 2015-16
e foasrel glaar o= s TEem
ARG 93.5 TFh 3kl it a 2019- 20
T AW 97.8 THK FAh! ATG FATC, AT
fSfe—ITa ® FHI0T 2015-16 HEY 97.9 Taa &I
T 2019-20 AL AT TS B 99.5 Tefoh AT,

HE Q speskokshoskskskokskskokkskk (%)
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2019-20 HEY 92.5 ek 3eh BIdT. FEUST 7.5
I AREEIAT ISR g uruarE
3UASHAT TR, 2019-20 HEY &= qT0IT=AT
o ITH 99.5 9k AHEET I,

TR Tresdl Gl ST o
FS 2015 -16 HEA 51.9 THK Hgo Bl A
2019-20 T 72 TFh TS, TERTSITAA 28
TFeh el GURIT T=adl |TeHi=T a1t FHid
Jegd. e e T YT € ST
SEd HTe, T AT fSfermar fomm s
2015-16 W 72.2 THh AREEAT QTG
Tl Glagiar aTa Hd Bt & 2019-20
e 971G 8IS 88.9 Tk FTeAT okl 21.1 Tk
TRl Yo ST Ik TE. 2015-16 TER
EATHAS Tes §U e U =
59.9 Tk AT 2019-20 TEX 79.7 Tk Tasht
qE FTAT AT A 20.3 Tk HERTLIIATSA
fSreRITd 2019-20 AL 96 T FalThe e
SO GlordT HTEd. HENTE TSa1d 10 99 et
foreror fehar e fYeR o fRretor
SO YHTOT 2019-20 TEA 50.4 2k 3ok
BId. T AT @R @ ST 67.6 2Rk B,
HEATH AR Gl SEOT=AT Tt TeTd
ST JHTOT 94.5 T BId cTd dras+eh
SECRTETd ST JHT0T 2019 Weal HERTSgId 55.8
sﬁﬁ? 2. TERTE AR fomr ok He
fofa FgadieT &&= 2019- 20 7 B 20
T BId q ARG ISTeRITl 25.6 Fdeliohs feha
Temhe I fomm fhar smmm fom
RIS 81, 74.4 THF Fgamhs A forT
ITEOT AT At Sca = Ffara o o
e wftRerdies fomamr sfifiem <or v
B T, SR e e e o

AT TS TTHIOT WRTIG ST o Aoy
CATSITSIA ST B0 TRSHe 318, AT fSieera
T fomT = Y90 61.9 2k Sdoh
BId. TTHIUT AET § JH GRS ST
cATHoS TETET ST IR Gl ST
It SATIOT SATHTST YT hotal S4Tel] AT

“qqT, TST, fSieeicd ST
galtd F=TdT 3TT@esd . HTasi+eh AR Jrakiel
fortar Tqe Srerdeden foam ST e
AT AT, BT FARAA HTeTIh

TEdE  dReeE A foeE
IAASSTEU B HAEYTR AR (HRR
THETH, et | 2019).

TR e 14 AR 3Ted. TR
SFEHTAT AT I - Aeoh FrelT GO e
AT AIRIae & 3. 2022-23 =
feordtan fomam sharm stEdr AR S 7
T ST J ATeT AT TTHIOTHES THET
T ATEl. THEH IR 2 TR 3T
TR, TR ARG Toha! TR T8 AT
T AIRAIES 11 Ff T A1 AT AT
TR TV 6 WA ST T8 3ATed. AT
TR AT A VAT ATt TRy
T ATEl. Fal dqad qaid S 10
TG HATed . TRREUT 0T THEF T
Halq wHY 2 GESE FarE TRd. e
ThrrEr  foem s gEfior Snfr sl
AIhEE=a qoid  Siaet T GR=TERT
ST SHTOT SHHT ST, HTefST ek AT FeelT
MO glaer A= IARd, AH AN
FAOER SAfITh WK 3.
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w4
TR frerTdier ArasTies SR gl (2022-23)

rerfires
— AL e forRiy | gam@r | vt
2 % kR | FoE | INETRERT | FOTCR | WO | A T
TEE 5 26 21 29 1 0 6 1
Frar 3 31 26 39 1 0 7 1
F5 T 4 21 19 26 1 0 3 1
IRy 5 33 18 33 0 0 3 0
f3remft 5 26 19 32 1 0 2 1
THeH 5 32 27 50 2 0 2 2
HYer 5 22 16 24 1 0 5 1
ST 3 20 31 32 1 0 4 1
AL TTHTor 3 14 9 14 0 0 5 0
TG X 0 0 639 1752 7 2 72 6
o 4 20 21 27 1 0 5 1
INE 4 23 20 27 1 0 1
et 4 29 26 35 1 0 10 1
faraTge 3 19 17 22 1 0 5 1
THT 53 316 909 2142 19 2 133 | 18
I — FTATIS SATIIeh GHIeT=, AT, (2022-23)
awli—5
TERTSZTA TeAfieh SR SheTaed Sieke? AT farsrwasiiet Sueteaar
L) FAEE | R | wrd | R | waRar
2005 1780 3157 | 3158 -1 -1378
2015 1811 3009 | 2931 72 -1126
2020 1829 3587 | 2848 739 | -1019
2021 1839 4021 | 3252 769 | -1413

I - AIEN WiHd of THETE 712N, (2022)

‘UM ST YA AREEA 2021 Wed HoR UEreAT qeHd 70 e UarEt
ARSI St AT foRIvasti=ht Aremepar Sufter fawgd ATl Frae HERTgIa SR
IHd, eyl fafay ST @91 =T WiedddT gSit WE 2k (WER 9fbd o
AT eI ST JTTAIehRdT 3T, TUETE HTER, 2022).

|| STLHHET | | AT 209, TE 96, 31 § seokkskskoskkskskkskskx  (8)
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TR freITdier Ares{-eh SR haTHed Siaed F UReTient aiel Iqereerdr

TR RregrTdter AT e TR gt

TR RrearTdter ares e TR gt

g wreR Rearfa

TR et ametor & Rt

2018-
19

2019-
20

2020-
21

2021-
22

2022-
23

2018-19

2019-
20

2020-
21

2021-
22

2022-
23

S TaT | 646

648

655

623

629

206

256

256

278

270

gfefent | 2000

1808

1761

1689

1752

316

401

401

390

390

Il — ST o AHTISToh Fell= TTI fSTeeT 2018 T 2023

TG —

2

AR T ATHIOT ATREEIT THTOT

68.84

54.52

55}
o

[
(e

yrlur g AR el e yH

=
o

80 71.78
70
52.07
47.93
40 ||
0

1961 1971 1981

64.97
56.75

3.25

15.48
| s | 25.5

mmaw%ﬁwﬂauﬁm-mﬁhﬁ@% WHTOT

74.5 722

64.25

6164165
54.
28
38.35 '
I 35.75 2169

1991 2011

68.8 68.31

EEHEIEARIERI

B HRd BHRA

HERTY

HERTY = TR = AR

HIT: ST F AHTISTR T, AT (2018 d 2023), Population Census (2011)

el SATIETd WA, HERg o AT
RNregmdier ARt smrfor arefor eeraed forawor
T AR, 201 17T SFVHTER AT
St adpE@T  46,53,570 .
23,84,975 TEY & 22,68,595 ferm e,
eI AR 9TTIa 68.31 2k AREEAT
HTe T AT A 76 Tk TANhEEAT {Hare
4. WHO FER 1000 AHEHEH T Siaet
3T TR ST AT AHHITHR WA, T ST

Ricar=T Alspee=ar qed TR Iom

| | STHIET || STHETI-STT 203, TE 98, 3T ook sk ok sk ok sk o sk o ok sk ok

AL HATE. TR (e=IT T A ATHEGHHTT
grasi-eh JEhT WA @Il §&ar 72
2,77,200 T SR H&AT 54,34,200 3t
AR, 13 AT 2017 TET TR ST A
470 @I FTAA T SRITIE G& FH0ATd
ST, 2018-19 d 2022-23 AT HTesTd HIAT
Mo AN Gogrear Swrel  Jwior
AT SHAEHI 3Tk 3TS=ui AT FreT.
T UrdSialie A AW gEwon

(9)
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fogg aq Wy T e, shwyi=h fafia

SISHT, AFEEITIR TN Sar@r]

RIRSIECAECRIC IR IE I MR RIRIRIEK

YA G AR NMERK dle

AT T 1Tt H?JWW@QMM

3T,

Halll%Id AR e o ERISE!

FLOITETS] A SEre 37Tfor 37feres et
U hEd e, Sog=ar ™ 941

qUIAOT ferehfér e I Had Gerrorea

ufRd il wrafieh AR s, AT
Iradieied U T, fSieer T T
Tdedler Teforefl ST 3T AR FAure
SRR et AeRafafet amfor et
e foham gmTies Siferershl U &fieh A
T TeawaT grmer & uishar St oR. adt
a1 AR foweeh 95 geolol Al TR
fovas gy Al w=w S 9w,
qIveh STEN, ITSATSR Y=<l Tgd qoraul sig
Fedl IS, T TR ST AT R’
SOEERT AR AT df W SRS
Aafevarg Iq 3R, @rert fomr shuw=m 3o
TR o= careret et Jucisdr & ad
AT, T TR TR Tifen Frritsmr=an
SR <SR Gledr A7 HEel FogeT.,
(% ITUT, 2009) TR HREFAN I,
e amfor wlieqor Ifvr qogwe w0
HHTCIRT VAT T HTE, TG ST AT
YR QST AT e, AR |IawRdT &
FRIHA HISAT JHOMER BT Saar e,
Aes AT FHIET=AT Had EHIST=
TS TS T~ Tie=rdT J5ed.

IEDLECIES

et _

o TEHEN, 4. (2016). HESHH TR
TRETOT SATIOT ST et IS, AT,

o &HIHRId, WH. (2021). WRA Al
TSI, GohUToalcd TSYehT M. .

o I HENL (2023). SFHRM IEH

e Sen, A. (1981). Poverty and famines:

An essay on entitlement and
deprivation. Clarendon Press.

e Health Department India. (2005).
Annual report to the people on health.

o WEN, T (2019). WAl ATl
T foasgwer, stefdare, Wil e
ofve, -,

o TR, T, & AER, T. (2022). ALl
e o Ry Rl wwa sfor

o TR, T . (2009). STHEERE HN TWlC.
RISEI

o YT TN, (2008-2021). ATTIeh Tie,
G

e www.aayogya.maharashtra.gov.in

o I I FIo FHTAT HATOH, HRA TN,
(2015-2020). I Bt 2o &9,
faee.

o Y I TiRFH T, (2015-
2023). HERTSZTH ST qrevft, Hers,
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1. USATeRTS 9T : T HATTOT Sreehdl FereT
T, T9TTd e
gt greaTgen, TemE form,

1.2 3. G e, ATV 3 fors wetiraner, feee, 51, e

MY

I EIEUE] QTG AT STl FTIfaR STTYTRA I @ETd, 1<a1 QrETfsish, A1, I TS
INTETT= ==t odl T8, I YRATdT Iidt 30T I aeh=a1<aT GHEIa & Higd F&d i<l

el Reddidics QRN FUATEIST fafdel ST Gaaedl. Iaew] Qe S0 Ggahnr faqur

oA &A=l HIedH I IITHTTH1 Gad H0IT i1 378 %ﬁ '-?:)?ﬁ 3cYIeH ATeAvITHI3] 377%79/37-

Ygdi= EHHR SAT0 FH SEIT=A1 TTIHaR 1 1 1eel. =1 41 F11ged YRAr=31 Fu1 &1

el §a ST T ST

YEATIAT ;-
I BT FHHT TR I AR Fl, @
TSR] AT HHTSe e Tgdmi
A, FET TSR AT S Shidiet
TEYTT RS T creamefied o U
TSI AT 3aX HIATHTST BT ST, JAT
TRreroreT, et ST FHTSRER Feu
AT A, IHRE ] AT T
fogd Id. ol e awan e Wi,
A o TSEhIT hETd 38T IHSAUN .
e SfeE @ wrRiegea o
AT HeSIeh o |uTfad hLdr
T I AT TSTHRUTTET SULNT Hedl, e
STRTTE TR el hedlT ATaT AL ToTeHdh IR
FrEmed fferar gt F FH FoA] THE
AT BT,

T F Gieear aiwer AT Headr
A YT T T, e Wl Wi

quT T AR FUTAHOT ITRITHEY Rl
cATeAT RS Tedeh SAeh! ATV SAeh! €
HehoUqT HiSTT. AT Td Geheui=1 e Sfer
A IR BId. HRATAT A Foe=
foha JqRt T O I HEAUS B,

WRATATS Tt SATFUT I =aT |oeT ;-

AT AT ARG BT S ST
JEET Sed oTEeEr fowr dan
AT foaE gar i, Jaed]  TehHeRE
SETHIAT AT HoST SFE HTERTH
AR, AT fogm gar o, el A
qitferdia URT Bset. <A A dcehle
FAEdHE g0 YHI v Fh FH &FEL
. ST, 3]UY HEN T=AT THHUT Seq=TTsh!
Yo eI Iea=T TIAHYT ST &I B, AT
WUH F e e gHIeE .

|| STHIET || AT 0%, ©E 26, 31 § sk kskskkskkskkskk sk (?)
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M It BT SFHEET FTEH BT, AT
e ATET B U7 o SIashaTeAT UISHTER
HIAS BId. = 7 B 3, WRATdIeT et
ERCE IR B B R £ U || B I
HAFMTdR ST AR, A1 AFFdd=T
SIferpet TR SR e ST 3T 3T,
A ashare  fSeflehet aiom €

Hled. RAdPATET  3dled FT I=ddH
Al oA, ofem yhRe et F TeR

Bl AdhAT=AT 3T Bldl. +olld Scdlad

IR Rqerel e Redt fomreae
AR, AdkATT Ik fUgar  wetged

qIed AT IcaTed AT ared fhwdiae
T REAT deh & TR gREr R, &

THAAT AR AMT AdhTAT  hI 131
U1 TRET TR, A FH & ST
b1 | A [ R 2 .
AIEIAT FellRfier AT I AT
FOAEN TS AR d WO QAT AT
T FHelRiter ST G Sheleiier sHeuar=
TS TR, <MAT Tad UTdesdTaR foshra dres
FTET AR, T T IATEH TehHES
JeEAAT IR, & dewerar fedemrauda wasomd

U Hisfaedr el A ™ 3eaew
AT Ieqre S-at SwTferd Bl FeUd ATe
T el AT ST 3T,
ATIHTAT TSV [T FIT AT,
IrRiar ase=aT fioiear fhua dradiee
g AN, fRAdt O IcaTeshHET Hisee
QUITAT STERIET UTfest ST STTRAHAT T
s ommEer s, SRt Semed

. wUE FW faeE wEedunl e
SO STEYIRAT IR, ATRAAT  FH
AT IREd Hea Ad AT ReshreTet
AERAT IR, AATIEIT  SATEATHE
TRy TOT STaAT SATOTUT= AT
TR, T skt 371 feorcht gamar g am
T ATEAT AT i< 7 i,

T TR ATTAEA e TR
WRTH HEd BId ATE. AR IeTed
TR defquarEr faem R, g
fafae Team 9fem 3 Sde= ufem
FRUMA 3T TS, AT TR ST ST 1,

RIAH=HT AT HeheTqd AT 3T T
fhudia STeican TERofier 919 B9 SA1avah
Fefes MO U e TRoT o A,
IR TdeaTe Halvid Heed  fiesor
TS Tld ST STEe at HIGAT JHIUT
MO M AT ] AR, FET
&l TEd okl HST Hd AT M6 d
TRt ATRIT TS FRM AT AT TSI
1222101 M 1 A x4 R s P e B T i
HATTRIHAT R, S Adehll ThiAd 3T @
AT AR I= ued dgd. AHYA

HIHHT T I A TR, Hieid= HHT el
ERER I L R e o NG E D o |
3Tl Reerdimed Qermom wgT I SFEAT
e S TS, STUETIET St T =g

ST TR S T S @E
A, IER AR T T
Tad & Tedicl. TRemHa: et e feordt
HTereR FETT AT g o Brsat.

|| STLHIHET | | AT 209, TE 96, 3 © seoksskkskskkoskskokoskkk  (30)
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AT ST A= Heeh U
T Tt ITfet. Sid=ar STel TeUTd Sed

O] JTTATIhdl 3;”% ST T dATIETRUTd

FZAT AT TAHSA HISAT THUT TR, RV

IS Fodid el faaue sraedat
W el AR, T JoIedTd HecaTe T
NG hell 3R, FERRT fOUvE e

IR Ideh AT Hed hLOATT ATIIIhd]

TR, IdThS e T FeU Serded S
UM I A GSd SATE. ATHE Tcreh=a =T
TSfereeh R GerRoT o= STTaveehdl 31T,
SIqeh=AT=AT STeld Feeedl SATd ohl, Rl 3Te
HTETd; qredThe wifceh o iifaes e
FHHAAT 3T, It foenfea T 38 ™
TR TGRS 9 U SEREE AT
SIqHIT T AT T el UTRST. ST
SUUASH AT RO hedl I aife,
1 I R N S R Cr D | A e e
AT ATdeT AW R1ehe dNTd. Gemersh
STIOT SRR g T RIEUTET JaTE
JdioRid IV AEWE O, I [l /T
EEATRIT Ieq1 ez Uy eem Bisat. Rt
& St S1ga ot ScTeehi AT afest.
T AAHAT T ThT=T Il FHoATe
Hed Bigdl.
Agehr foraurT s -

YA TTFT K0T G217 (All India
Rural Credit Survy 1955) STeaiaed I
SxErEAT 7d A1 Rt witan e
FOAE  AEITRAT AR, AT IATAH
e IdH=ATAT st 0T THYT hed TR,
STTes TAHTor oA ARl 3R, =
IeTE TS el TTfeS]. A T @
ST o fehAei Treitet € aredfershar FHsi
SR TTfes]. WU T ICTEHTEIST Heshi
AU SaET STEU ATETEE AR, AT
LI B B | o B o

IdhHITRUAT I G U ATl
ATCAIIT BT, AT Hd Bid hl, IT TEHN
fouve oo v Yok f&a efr
JGTeh R I s Tl Jrehiidl HEshi
forur SR foRdR BrgeT SAToTET AR,
LI I hd AN & Tad U™
FOATe et HEhR faqum saeees fmior
TS AR, A AAHAAT @ I BT
TR, ATHINAT HRIQIIU TehR fodur e
T e TI0T SHTYTF TR,

agu”rwmm:-
TITR=AT=AT IeA-TTHES GO Brvar<iy
ATITHAT AR, ATRNAT IATET 5 foha
SGUITRAT TIM  STFUITT STa9IhdT
AR, ScTE FIHEd e LAt THTE!
AW TS T8 EROT & Ui e olal
STOT ST T SISOt ShuaT qaTTT Sideh=ari=T
QT SATIYIHRAT HTR. S ScaTeT= T2k
. REw dwe st S ued
JuaT=h GHTEIAT SHHT ST, TOT AR SIHOT &
Sevfied 3Teh Jhi=ar TS=v 38 I
JAHIAEE AT AT Hevamed e
YEIEAT ISIul AR, AT WEIET YA
FOIT JET TS AR HISAT JHIOTA
fed d1e9 FOA™ SR, HRUT IAHATHS
SEIRES (Non-economic) €T & IR,
AT AR T AE IR TR A
NRERRICICE S KIS KR CIE RS GIGE
NEETUR RGN RSIE =R |
oA FEar A Sor SF SR
[T B, FUA AT it
ks USSR Wieded e

|| STLHIHET | | IHETI-SIT 209, TE 96, 3 © seokskskkskskkoskskkskkk  (39)



st sk sk sk sk sk sk sosk sk skosk sk skoske sk sk sk sk sk sk sk sk sk sk sk skosk | ISSN 2320-0197 | sk sk

STEATIHRAT 3T, AT TG TTedTe 0t
AT HITHT I FT G GETROT H0AT
AR, Ff aprHed FUrom g 00 &
TR foehrame Hecaqul AT 378, AT HH0

gl Uk dedr R sogrEh

SATATIHAT ITeT T W faar 312,
gd Iah=IT SdAT IREETEed
STk TR UIfes,  hror Imsy

ALY ®ldel Tgdl ST JIEHiH]

I § AT TRUR AR, TR dedlat

TTETT 3TTR. ATUETE! ST Ied= ST IedTeH
HIhHTET foRR BTl STTEaehdT 3R, hdes
SCTEATHES RN T TR ATE T

HaTaH T 3cATe FOT=AT Fge=! HTYUT L]
AT TS, TS IATEAHE TG S IS,

3T ST AT 9T el ) HIgAT S

Q.Orch‘:\l Scdlad diedUl HidRrdeh 3:”% Hlsldd

3cATE STE TS U, SRIHEN Hel RIcreh=ai+t

fdeachl Scq=T Ul ATIITH TR, ATehT
2. YSITeRTe SRHEHT WEhR It & HaliaH
weft ATed . AT I ATE TS IeTeH
SRAE T TS g, TG AT ARG
2.

Tt TRt IcUTEehdT aTS :-

ST AT Ufd TR IcateshdT
FEUIATA hl, AT HIEh(dh T5dl o Teael
FAHE TaT FHOAT STEARIRAT SR, A=t
gfd TRl ScqTeehdT TG (auaTeRiar SidTHed
gfd TR IAEHAT ded. IAHS S
FIAAT S GrEAT  GEAT  TE
TFIT TEATAR= ST IS a0
SCUTEATHES ShidIsheh siecT 8IS IehdTd. 3T
ShICoRTe Sae T SHe g 3Tl 3R,
IS IR ded I IFYAYd I dqiges
eIt o ST oY, SR ST A At
ST el YT AU ATEL. S Tgei=ar A1
T AT TS R dherm 3R defie
3cITed 24 Jfdeied dleet AR, S U=l
FUEAT 1/3 2. S, ISTee e 39
ud B I, ST AU dqigesre Icdred 100

Ql(‘l°|’>{h| {‘iﬂd"ll‘d“oc“{ ‘\‘IDG|°|'7|{ i=4°|'_:| ﬁl%lr'\'l%
A TEdET TER kel UTfesl. AT el
TatH ol OIS T &ETHE ST
3IcqTed T B Wehd. AR ekl
HeARe IRt AT v e, T
AR HTe, AeS TIETT IcATed ATG a9l
T BIe. TSA T Ideh=THT T Tohr=]
IeaTeE 0T e STE aX T SATE
eH O EwEd AR, AT T
TSATHISd TodTHaetd Siderl TeeHT T
WS IR, AT HOIET HTAST BT
M ScqTe  SuaTeRilaT  SIreiehdl e
HIMT BTN Y F HRT THS s
el ST SedTer=AT fohHdTE e g Ad
3T . USTTee St 7 .

T 32T -

F e ®f ¥ Em EEae
. IqHATET EH GYAT hl, AT S
FTos farerid) o, Imed Aash=re s afed
TSR T80T, AR TR eR SU FeUrSt
Fft T e i e wiies s@ €6
USRI S Afe 7 Bid. et 7 et
SET T Tk TSR ELTI ST AT,
IreRdar FHt ITEH S B AT SasT

feRTaH aTefoed T T R GRoTH B
USA AT A FET FE AL U

fassh Tt 3cured g fHToT SRoaT=ht
ATIFAT MR, AT S qeh=AreaT ST

|| STHIET || S-S 203%, TE 26, 310 § sk dkskkkskkskxsk (2
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USRI AT SefehTel ST hdl I, AT
FHft I AT TRUrS 7 T I USHIR
frwTor oM ST, ATHes RIaeRtT ek shTauft=a
= fasridi=an F1STd J1 STNTHEY Teari

T, AT I ITHTT TEOT TR, T TET Ht
S HIT AR, @ I I7 LT AT

M= VAT AT, AT TEONAT FERY K0T

TS Tehdl. I JUAT EATYAHAT hdld
HTIT TR Ul SeTeAT Uaig Haifad Iere el

AT SHTTHE HIGAT JHIOT AR g

STehd. UL golohioh{“ldl eIl S

T T I I IR N TR,

ERISE! U0l HATIIh 3T|% NGERY dHaldl

T foehfeor wer difest. Ae
JIAHIHT Had Bl Icq=1 ATHHE gemon
TS U, T cd Rashiedn et O AT &Pt
Holc IRCau) (Agencies) TR STTEATETST
AEATHEAT e ATelTerd Fqf Higuft e
USA. AL UTHOT ST BT Fcdd HEcal
I AR, AT FaEdEgien  foemfa
FOMET  AEWHAT AR, FET AR
SATEHAT AT Bl AT ATHIETE <.

WWHW:-
S, USTeNE SXHE AT WA Al
NI qRAEed SAHe) AT Tet
T HH A, AT S Aiee U
& I AR ATId IR HEA=T Shjeara]
FTMT hdllelm TeRT HeuR ATl & aemar
fmior AT e AT HHAT JEAET
W T da1 e R i w'm
T BT AR AR T HOT Sl S
I, Vg Goeden FfEd o wom
FE T A T IR ST AqRT
HEHE FITET BT SAEARIH 1. A AT
A ST T MR SIRTfh JTasia
T3 TR,

A HTH O el AT
FRTE A TS VAT TR
TR, . SXGTAT 7 BT <7 AR 378

1 B T TRl Heltd STEe uTtest.
U7 TSR AT TR ahed TTEST, T2,
AT Ho AR AR, THE Ty, Hiar
AT ook WA 3Te. feadta Afeatinia
T eI B3 AT HITH SideRd GereAT et
FOARA EIFAT 3. Idhdl  Hee=
TATIAT TSI FATel UTfel. T TS qe et
TTdeiiel T UTfes], A 8 e fereeT for
ST TA I Tehioid ST UTfes]. et
el ot e s, ar deear
et & TeRE STEen wiies. AT SRt
oo wiiesr, dumdiear &t gt feordt =
ST=TEIT TT3T STV el T,

AR TEEAT ;-

SITET Fatvor foeR T AvATeRtar
ARl GO AEIIhAT IR, Ikl
HeEA=AT AT J[Aeh=A1 aRTeRIar &aT
AT I, JqeR WO IUFIT Sdeh et Ad
HSIH A AL (AR FABAB
ST AT TS, N dsacdq
IAF=AT ATTETIE HRETAT HEAdT T
foor wfes, & Scamed omfor Sras=am=n
FITAT T T fGear T wifes,
AR Tesac! AT IIdeh=aTeaT AETERIT
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The analysis of comparative advantage has been undertaken using the Balassa (1965) index
of revealed comparative advantage for six-digit level of Harmonized System (HS)
classification. This study analyses the competitiveness and the pattern of trade flows from
India to SAARC member countries. Regional integration in SAARC has significantly affected
trade patterns, comparative advantage and competitiveness. In the light of evidence, some
policy implications are drawn. The present paper has examined India’s relative advantage on
various commodities with SAARC countries on export and import with the help of relative

comparative advantage on export and imports.
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Introduction:

During and after the great
depression of 1930s, developed and
developing countries in the world have
increased trade restrictions. (Madsen, 2001,
pp. 848). There are two approaches with
regard to reducing and lifting trade
restrictions: One is the reciprocal reduction
in trade barriers on a non-discriminatory
basis and another is forming groups of
nations on a regional basis.

International trade contributes to the
growth & development of a country in
several ways. Firstly, it increases output
and income by warranting greater
employment of domestic  resources.
Secondly, it helps out a country to
streamline  production  portfolio by
specializing in the production of goods for
which it enjoys a natural comparative
advantage over other producing countries.
Regional integration has gained strategic
importance because members of WTO
cannot offer trade related favor to any

country except when they are members of
some form of regional integration due to
the Most Favored Nation clause.

As the SAARC countries have
similar factor endowments, their mutual
trade based on product differentiation will
result in low unit cost, more efficiency.
Therefore, it is important to explore the
structure of comparative advantage of India
and other SAARC member countries.
International trade changed rapidly across
the world after the establishment of World
Trade Organization (WTO) and subsequent
liberalization of trade barriers. Reduction of
trade barriers creates competitive pressures
and the potential for technology transfer so
as to lead to productivity gains and
restructuring of an economy toward its
comparative advantage. It is therefore
expected that trade liberalization in India
would have led to changes in the
composition of exports so as to reflect
India’s comparative advantage in the global
economy.
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Past Studies on RCA in Trade:

Balassa (1977) has undertaken an
analysis of the pattern of comparative
advantage of industrial countries for the
period 1953 to 1971. The concept of
revealed comparative advantage (Balassa
1965, 1977, 1979, 1986) pertains to the
relative trade performance of individual
countries in particular commodities. On the
assumption that the commodity pattern of
trade reflects the inter-country differences
in relative costs as well as in non-price
factors, this is assumed to “reveal” the
comparative advantage of the trading
countries.

Methodology:

In the study we use Balassa’s (1965) Index
of relative export performance by country
and industry/commodity, defined as a
country’s share of world exports of a
commodity divided by its share of total
world exports. It uses relative exports share
of the individual countries to analyse the
comparative advantage and therefore, the
export potential of an economy. The index
for country ‘i’ commodity ‘j’ is calculated
as follows:

RCA; = (Xii/ Xwj)! (Xil Xw)
Where,

Figure 1: India’s Export Share with SAARC
Member Countries: 2019 (%)

Pakistan m Export % Share
Nepal
Maldives
Sri Lanka
Bhutan
Bangladesh
Afghanistan

0 10 20 30 40

Xij = ith country’s export of commodity j
Xwj = World exports of commodity j

Xi = Total exports of country i

Xw = Total world exports

The index of RCA follows simple
interpretation as if a country takes a value
greater than the unity; it appears the
country has a revealed comparative
advantage in that product. The advantage of
using the RCA is that it contemplates the
intrinsic advantage of a specific export
commodity and remains consistent with the
change in an economy’s productivity and
relative factor endowment. Hence, this
paper examined India relative advantage on
various commodities  with  SAARC
countries on exports and imports.

India’s Trade with SAARC member
countries:

India’s trade with SAARC countries
in 2019 along with trade balance and
import- export share among SAARC
countries is calculated for 2019 and
provided into figure 1 and 2. India had
highest exports to Bangladesh followed by
Nepal. However, India’s imports from
SAARC countries were highest from
Bangladesh followed by Sri Lanka and
Nepal.

Figure 2: India’s Import Share with SAARC

Member Countries: 2019 (%)

3 [ | 0, -
Pakistan 2 Import % share

Nepal 18
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Afghanistan
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Source: Computed using WITS (Word
Integrated Trade Solution) data

India’s trade with SAARC Countries
and the World:

Analysis of India’s trade with
SAARC countries for over the period of 35

Source: Computed using WITS (Word
Integrated Trade Solution) data

years has Dbeen done to observe the
emerging trend in figure 3.

India’s total trade has increased
from $US 0.4 billion in 1985 to $US 2.0
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Billion in 1995 to $US 6.8 billion in 2005
and further to $US 20.2 billion in 2015 and
reached to $US 26.3 billion in 2019. Trade
balance remained positive in favour of
India that reflects more exports to the
SAARC counties than the import from the
SAARC countries. The total trade of the
country increased from $US 0.5 billion
during 1985-1990 to $US 4.5 billion in

ISSN 2320-0197 | sk =k

2001-05 to $US 24.5 billion during 2016-
19 and this has happened due to fast rise in
export to SAARC countries which made
possible for positive trade balance in the
favour of India. The trade growth rate only
for 1996-2000 has been found negative
(-2.90%) and highest growth rate is
observed in 2001-05.

Figure 3: India’s Trade with SAARC Member Countries (US $ Billion): 1985-2019

35.0 India's Trade with SAARC member Countries Total Trade,
30.0 26.3
_g 25.0
é 20.0 Export’
e 15.0 22.6
£ 100 Import,
5.0 3.7
0.0 ©
S D D N D IHF N D DD ED DN EHENY
CRICRRCHIC ARG IO U NGOG INIISUINNEINGINGINRN

Source: Computed using WITS (Word Integrated Trade Solution) data

Table 1: India’s Trade with SAARC countries (US $ Billion): 1985-2019
(On 5 years moving average)

Year Export Import | Total Trade | Trade Balance | Growth Rate
1985-90 0.40 0.11 0.50 0.31 16.45
1991-95 1.08 0.17 1.25 0.91 26.25
1996-2000 1.64 0.38 2.02 1.26 -2.90
2001-2005 3.67 0.80 4.48 2.87 28.52
2006-2010 8.54 1.79 10.33 6.75 21.02
2011-2015 16.13 2.50 18.63 13.63 10.74
2016-2019 21.08 3.40 24.48 17.69 7.77

Source: Computed using WITS (Word Integrated Trade Solution) data
Further, it has been calculated on moving reached to $US 885 billion in 2019.
year average for total trade along with Moreover, the trade balance remained

import and export. SAARC’s total trade has
increased from $US 41 billion in 1985 to
$US 99 Billion in 1995, $US 320 billion in
2005, to $US 847 billion in 2015 and
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negative in favour of world that reflected
higher value of imports by the SAARC
countries than the value of exports to the
world.
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Figure 4: SAARC Member Countries Trade with World (US $ Billion): 1985-2019
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Source: Computed using WITS (Word Integrated Trade Solution) data

The total trade of the county
increased from $US 51 billion during 1985-
1990 to $US 207 billion in 2001-05 to $US
879 billion during 2016-19 due to fast rise
in imports by SAARC countries resulting in

negative trade balance. The trade growth
rate was found positive throughout with
high growth in first decade but found
declining in the second decade.

Table 2: SAARC-8 Trade with World (US $ Billion): 1985-2019

(On 5 years moving average)

Year Export | Import | Total Trade | Trade Balance| Growth Rate
1985-90 20.16 30.67 50.83 -10.51 8.20
1991-95 34.31 41.43 75.74 -7.12 10.64

1996-2000 50.96 65.69 116.65 -14.73 7.89
2001-2005 90.12 117.02 207.14 -26.89 18.31
2006-2010 | 211.53 | 339.86 551.40 -128.33 18.55
2011-2015 | 358.91 | 564.89 923.80 -205.99 4.42
2016-2019 | 328.65 | 550.18 878.83 -221.53 2.41

Source: Computed using WITS (Word Integrated Trade Solution) data

India’s Export to SAARC Member
Countries between 1985 and 2019:

Figure 5 reveals that there was
increasing trend for export of the selected
20 commodities before 2000 but the share
of other commodities increased from export
to SAARC which resulted into decline in
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share of those selected 20 commodities. In
1985, the share of those commodities was
73 percent which increased to a maximum
of 86 percent during 1995 but 2000
onwards the share of it declined and floated
around 60 percent during the last one
decade.
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Figure 5: Share of India’s 20 top
commodities export to SAARC member
countries during various years (In %)
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Source: Computed using WITS (Word
Integrated Trade Solution) data
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As per Commodity wise export to
the SAARC member countries, it is found
that textile, yarn and fabrics remained at
the top through the study period although
the share varied between 10 to 26 percent
during the specified period. It was a
maximum of 26 percent in 1995 to low of
10 percent in 2000. The second topmost
commodities exported from India were
motor vehicles for years 1995 and 2005.
The share of motor vehicle varied between
8-10 percent.

Table 3:
Top five commodities exported from India to SAARC countries over the period
1985 to 2019

Year | First Second Third Fourth Fifth
Textile Yarn, Machinery Coffee, Tea,

1985 | Fabrics Motor Vehicles | Specialized Cocoa Veg. & Fruit
Textile Yarn, Machinery

1990 | Fabrics Motor Vehicles | Rubber Manuf. | Specialized | Veg. & Fruit
Textile Yarn, | Cereals & Cereal Machinery

1995 | Fabrics Prep. Motor Vehicles | Iron &Steel | Specialized
Textile Yarn, Medicinal &

2000 | Fabrics Motor Vehicles | Veg. & Fruit Iron &Steel | Pharma Products
Textile Yarn, | Cereals & Cereal

2005 | Fabrics Prep. Motor Vehicles | Iron &Steel | Veg. & Fruit
Textile Yarn, Sugars, Sugar

2010 | Fabrics Motor Vehicles | Prep. Iron &Steel | Veg. & Fruit
Textile Yarn, Cereals & Medicinal &

2015 | Fabrics Motor Vehicles | Cereal Prep. Iron &Steel | Pharma Products
Textile Yarn, Machinery | Medicinal &

2019 | Fabrics Motor Vehicles | Iron &Steel Specialized | Pharma Products

Source: Computed using WITS (Word Integrated Trade Solution) data

Table 4: Percent share of India’s Export to SAARC Member Countries: 1985-2019
(Based on top 20 commodities)

In % 1985 | 1990 | 1995 | 2000 | 2005 | 2010 | 2015 | 2019
Cereals & Cereal Prep. 0.83| 0.88]1889| 4.70| 863 | 251| 469| 230
Veg. & Fruit 598 | 419| 262| 571| 519| 4.03| 2.83| 1.62
Sugars, Sugar Prep. 097| 0.13] 150| 321| 041| 6.16| 1.22| 1.79
Coffee, Tea, Cocoa 6.97 | 291| 233| 276| 1.06| 2.07| 140| 164
|| STLHIHET | | AT 209, TE 96, 31 ¢ sokskskoskkskskkokskx  (22)
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Feeding Stuff For Animals 037 157 | 222| 341| 220| 348| 1.69| 125
Coal, Coke & Briquettes 247 | 086 1.67| 190| 1.09| 0.87| 057| 0.44
Organic Chemicals 0.19| 043| 098 | 255| 465| 290| 1.74| 259
Dyeing, Tanning & Coloring
Materials 143 | 175| 157 | 1.74| 096| 0.83| 142| 1.60
Medicinal & Pharma
Products 464 | 4.04| 285| 501| 339| 280| 294 | 3.44
Rubber Manuf. 358 | 937| 211| 199| 151| 1.27| 1.01| 1.06
Paper, Paper Board 1.23| 1.17| 226| 223| 135| 1.00| 1.06| 1.26
Textile Yarn, Fabrics 15.97 | 26.25 | 21.11| 19.52 | 9.95| 14.76 | 13.34 | 11.69
Non Metallic Mineral 3.70| 289 | 3.40| 4.14| 228| 156| 2.08| 1.88
Iron &Steel 059 | 1.81| 515| 511| 6.12| 492 | 436 | 7.52
Manufactures Of Metals 225| 139| 0.75| 261| 1.71| 1.05| 1.32| 2.68
Machinery Specialized 7.74| 593| 368| 231| 1.97| 228| 2.89| 361
Electrical Machry,

Apparatus & Appliances 260 1.64| 1.84| 183| 182| 147 | 1.93| 2.56
Motor Vehicles 9.53|1161|10.18| 859 | 7.55|10.07| 9.99| 8.28
Articles Of Apparel And

Clothing 0.33| 031| 029| 188| 136| 0.84| 1.86| 1.22
Miscellaneous Manufactured

Articles 169| 135| 084 | 222| 134| 115| 156| 1.40
Sum total of 20 commodities | 73.06 | 80.46 | 86.23 | 83.43 | 64.53 | 66.01 | 59.90 | 59.84
Note- Prep: Preparation, Veg: Vegetables, Pharma: Pharmaceuticals, Machry: Machineries,
Manuf: Manufactures

Source: Computed using WITS (Word Integrated Trade Solution) data

SAARC Member Countries Exports to
World:

Figure 6 reveals that there was
increasing trend on export of those selected
top 20 commodities and found at highest of
88 percent in year 2015. Although share of
those selected commodities was continuous
on increase from 66 percent in year 1985 to
1986 percent in year 2000 and goes on
decline for next 14 years. However, it is
notable that in the last 20 years, the share of
the selected 20 commodities floated
between 80 percent and 88 percent. It
happened possibly due to increased share of
other commodities export from SAARC
countries to the world.

Moving on the commodity wise
export from the SAARC member countries
to the world, it is found that textile yarn and
fabrics remained at the top between first 10
years between 1985 and 1995 followed by
articles of apparel and clothing. Moreover,
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in 2019, again textile yarn and fabrics
placed at the top position within the world
SAARC export trade with the world
countries.

Figure 6: Share of 20 top commodities
export from SAARC member countries
to world during various years (In %)

% Share of top 20 commodities

90 83 86 84 84 8 84

1985 1990 1995 2000 2005 2010 2015

Source: Computed using WITS (Word
Integrated Trade Solution) data.
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Table 5: Top five commodities exported from SAARC countries to World over the

period 1985 to 2019

%

First Second Third Fourth Fifth share
. Articles Of
Textile Yarn Coffee, Tea, | Cereals & .
1985 . " | Apparel And ' ’ Veg. & Fruit | 60.4
Fabrics Clothing Cocoa Cereal Prep.
1990 Textile Yarn, ﬁrt'grisl 21;] q Coffee, Tea, | Cereals & Non Metallic 712
Fabrics ppar Cocoa Cereal Prep. Mineral '
Clothing
. Articles Of Miscellaneous
1995 l;g::::i Yarn, Apparel And gg;g::spi Manufactured glrjgars’ Sugar 80.8
Clothing P- | Articles P-
Articles Of . Miscellaneous
2000 | Apparel And | I extile Yarn, Coffee, Tea, | Cereals & | \po factured | 80.5
. Fabrics Cocoa Cereal Prep. -
Clothing Articles
Articles Of . Miscellaneous
2005 | Apparel And TEXI!IE Yarn, Cereals & Coffee, Tea, Manufactured | 76.5
. Fabrics Cereal Prep. | Cocoa .
Clothing Articles
Articles Of . Miscellaneous
2010 | Apparel And TEXI!IE Yarn, Cereals & Coffee, Tea, Manufactured | 75.5
. Fabrics Cereal Prep. | Cocoa .
Clothing Avrticles
Articles Of .
2015 | Apparel And Text!le Yarn, Cereals & Coffee, Tea, Veg. & Fruit | 81.1
. Fabrics Cereal Prep. | Cocoa
Clothing
. Articles Of
2019 Text!le Yarn, Apparel And Cereals & Veg. & Fruit Sugars, Sugar 754
Fabrics Clothing Cereal Prep. Prep.

Source: Computed using WITS (Word Integrated Trade Solution) data

The commodity wise share has also been
calculated and presented in table 6.
Keeping the other commodities which are
not included in the analysis, but having
shared in total export to world from the
SAARC countries, the highest share at the
initial period of the study i.e. year 1985 is
found for textile yarn & fabrics which
shared for 27 percent in the specified year.
Moving on the succeeding years, the share
of textile yarn & fabrics increased a high of
41 percent in 1995 there after the share
decreased and come down to 20 percent in
the year 2010. The second highest share is

| | STTHTHTET | | ATATHSTT R03%, TE &, 3T $ s sk s st s sk e s ok s e s sk

found for the articles of apparel and
clothing which moved to the first position
in later years after 1995 and being on the
top position till 2015.

Some other observations are the
export of cereals and cereals preparation
which was between 3-6 percent for most of
the year except for the current year of 2019.
It is notable that in 2019, the share
increased to 11 percent for the first time. It
is also notable that the commodities which
India exports to SAARC countries, among
them some have significant share in the
SAARC export to world.

(24)
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Table 6: Percent share of SAARC Member Countries Export to World: 1985-2019
(Based on top 20 commodities)

In % 1985 1990 1995 2000 2005 2010 2015 | 2019
Cereals & Cereal Prep. 5.8 2.7 4.1 2.7 4.0 5.0 3.8| 10.6
Veg. & Fruit 2.4 1.5 0.5 1.2 1.3 1.7 2.2 4.7
Sugars, Sugar Prep. 0.6 0.5 1.9 0.3 0.3 0.2 0.6 1.5
Coffee, Tea, Cocoa 10.4 6.4 0.4 3.9 3.0 3.4 2.9 0.8
Feeding Stuff For Animals 0.3 0.1 0.0 0.1 0.1 0.3 0.3 0.4
Coal, Coke & Briquettes 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3
Organic Chemicals 0.1 0.1 0.0 0.2 0.5 0.4 0.5 1.3
Dyeing, Tanning &

Colouring Materials 0.1 0.0 0.0 0.0 0.2 0.1 0.1 0.2
Medicinal & Pharma

Products 0.1 0.1 0.3 0.3 0.4 0.4 0.4 0.9
Rubber Manuf. 0.1 0.3 0.0 0.6 1.0 0.9 0.9 0.1
Paper, Paper Board 0.2 0.0 0.0 0.1 0.2 0.2 0.3 0.3
Textile Yarn, Fabrics 27.4 34.0 40.6 26.0 25.0 19.8 159 | 32.0
Non Metallic Mineral 0.9 2.2 0.4 1.2 1.7 2.2 11 1.3
Iron &Steel 0.4 0.0 0.0 0.0 0.4 0.9 0.3 0.3
Manufactures Of Metals 0.6 0.4 0.3 0.3 0.6 0.5 0.4 0.7
Machinery Specialized 0.4 0.2 0.3 0.3 0.1 0.2 0.1 0.2
Electrical Machry, Apparatus

& Appliances 0.1 0.1 0.1 0.4 0.5 0.6 0.5 0.2
Motor Vehicles 0.0 0.1 0.0 0.1 0.5 0.5 0.3 0.1
Articles Of Apparel And

Clothing 14.4 25.8 31.5 45.6 42.2 44.8 56.3| 26.6
Miscellaneous Manufactured

Acrticles 14 2.0 2.7 2.3 2.3 2.6 1.1 14
Sum total of 20 commodities | 65.7 76.6 83.2 85.5 84.4 84.3 88.1| 83.9

Source: Computed using WITS (Word Integrated Trade Solution) data

India’s Imports from SAARC Member Figure 7: Share of 20 top commodities

Countries between 1985 and 2019 India Imported from SAARC member
It is observed in figure 7 that there countries during various years (in %)

was an increasing trend for import of the

selected 20 commodities before 2000 but 100 91 = Share of 20 commodities

the share of other commodities either 0 g T . 0 7

increased or trade dynamics has changed 64 %

for import from SAARC countries which 0

resulted in the decline in share of these 0

selected 20 commodities. It is one of the

important observations that the till 1995, 20

the trade balance was in favour of India and 0

the trade share difference increased to 23 1085 1950 1995 2000 2005 2010 2015 2019

percent in 1995.

Source: Computed using WITS (Word
Integrated Trade Solution) data
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In the later years, the opposite happened,
which resulted in negative trade balance for
India. In the last one decade, India’s
imports from SAARC countries increased
by 6 to 12 percent.

ISSN 2320-0197 | sk =k

Table 7 presented the top 5 commodities’
share in India’s total trade was 45-58
percent in last 35 years. In year 1985, its
share was 58 percent which reduced to 45
percent in 1995 which further increases and
reached to 55 percent in year 2000-2005.

Table 7: Top Five Commodities India Imported from SAARC Member Countries
between 1985 and 2019

%
Year | First Second Third Fourth Fifth Share
Textile Cereals and Crude Animal
Vegetables & | yarn, Cereal and Vegetable
1985 | Textile Fibres | Fruit Fabrics Preparation Materials 57.8
Textile
Vegetables & yarn, Metalliferous Coffee, Tea,
1990 | Fruit Textile Fibres | Fabrics Ores Cocoa 57.9
Inorganic Vegetables & | Textile Textile yarn,
1995 | Chemicals Fruit Fibres Fabrics Iron & Steel 45.4
Animal/ Veg
Vegetables & | Textile yarn, Essential Fats/ Qils Inorganic
2000 | Fruit Fabrics Qils Process/ Waste | Chemicals 55.7
Animal/Veg
Non-Ferrous Fats/Qils Vegetables | Textile yarn,
2005 | Metals Process/Waste | & Fruit Fabrics Iron & Steel 55.1
Textile yarn, Vegetables | Coffee, Tea, Nonferrous
2010 | Fabrics Iron & Steel & Fruit Cocoa Metals 45.4
Coffee, Articles of Petroleum,
Vegetables & | Textile yarn, Tea, Apparel & Petroleum
2015 | Fruit Fabrics Cocoa Clothing Products 46.9
Articles of Textile
Apparel & Vegetables & | yarn, Coffee, Tea,
2019 | Clothing Fruit Fabrics Cocoa Iron & Steel 44.3
Source: Computed using WITS (Word Integrated Trade Solution) data
In Table 8, the textile share was on SAARC countries. Even in 2019

the top in the year 1985 with 17 percent
share in total India’s import from SAARC
countries which reduced and reached to
only a mere share of one percent in year
2005. However, in the later years it
increased and reached to 4 percent in the
year 2019. In the year 2000, vegetables &
fruits were at the top with 14 percent share.
Although even in 1985, the share of
vegetables & fruits constituted 16 percent
share in India’s total imports from the
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constituted only 10 percent share. The
changing share and ranking in the total
import happened due to diversification,
inclusion of more items within the trade
and signing of free trade agreement
(SAFTA). Overall, it can be added here that
India’s import share form SAARC
countries are based on articles of apparel &
clothing, vegetables & fruits, textiles yarn
& fabrics, coffee/tea/cocoa, iron & steel
and textile fibres.

(26)



sk 2k sk sk sk sk sk sk sk sk skosk sk skosk sk skosk sk skosk sk s sk sk s skoske s sk skosk

ISSN 2320-0197 | sk =k

Table 8: Share of commodities India Imported from SAARC Member Countries

between 1985 and 2019 (%)

Commodities 1985 | 1990 | 1995 | 2000 | 2005 | 2010 | 2015 | 2019
Cereals and Cereal Preparation 75| 05| 0.6 1.7 03| 04| 04] 0.6
Vegetables & Fruit 165| 26.3| 135| 136| 105| 10.3| 16.4| 10.6
Sugars, Sugar Preparations 0.0 0.0 0.6 0.9 1.2 0.0 0.1 0.2
Coffee, Tea, Cocoa 3.7 5.5 2.8 4.5 5.1 6.5 7.8 5.2
Feeding Stuff for Animals 4.0 1.4 0.7 0.8 0.9 3.0 2.6 3.5
Textile Fibres 17.0| 12.1 6.6 5.3 1.3 3.1 3.7 4.1
Metalliferous Ores 0.2 5.8 4.1 1.6 15 2.2 1.1 1.9
Crude Animal and Vegetable

Materials 5.3 49 1.8 1.7 1.3 2.8 3.1 3.7
Petroleum, Petroleum Products 0.0 0.0 0.0 4.5 0.1 2.4 5.5 0.1
Animal/ Veg Fats/ Oils Process

/Waste 0.0 0.0 0.0 11.0| 126 0.0 0.0 2.0
Inorganic Chemicals 00| 0.0]| 148 7.1 4.6 1.9 2.3 1.1
Medicinal and Pharmaceutical

Products 0.1 0.0 1.1 2.3 1.6 0.3 0.3 0.3
Essential Oils 0.0 0.0 3.1 113 1.7 0.8 0.6 0.6
Cork and Wood Manufactures 0.2 0.5 2.9 1.0 0.7 0.3 0.2 0.1
Textile Yarn, Fabrics 11.5 8.2 5.7 | 12.8 99| 126 | 11.1| 10.1
Iron & Steel 1.3 4.8 4.8 3.3 56| 11.3 5.3 5.1
Non-Ferrous Metals 0.0 0.0 0.2 31| 165 4.8 1.8 15
Manufactures of Metals 0.4 0.3 0.1 0.7 2.3 0.6 0.4 0.7
Articles of Apparel and

Clothing 0.0 0.0 0.1 0.9 0.9 2.3 6.0 13.3
Miscellaneous manufactured

Articles 0.1 0.2 0.2 2.9 2.5 3.8 2.8 1.7
Total share of 20 commodities 679| 706 | 63.7| 91.0| 81.3| 69.3| 71.6| 66.3

Source: Computed using WITS (Word Integrated Trade Solution) data

Figure 8: Share of 20 top commodities

SAARC member countries Imports from
World during various years (In %)

® Share of 20 commodities

60
51 2 33

40

1985 1990 1995 2000 2005

2010

49

2015

2019

Source: Computed using WITS (Word
Integrated Trade Solution) data
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SAARC Member Countries’ Imports
from the World between 1985 and 2019:
It is observed that there was no
consistent trend in import by SAARC
countries and it floated between 43 percent
and 53 percent. During the year 1995, 2005
and 2019, the share is found to be 46
percent, 47 percent and 43 percent
respectively. It was highest of 53 percent in
year 2000. The low and not consistent trend
on import by SAARC countries reveals
heterogeneity in need and demand by
different countries along with diverse
nature of trading behaviour of those
SAARC countries. Less share of these
selected 20 commodities import from world
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reveals possibility of its import from and
within the SAARC countries.

In the table 9, out of the total 20
selected commodities, the top five
commodities which usually SAARC
countries have imported in last 35 years
have been presented. The top 5
commodities’ share in total trade from the
world constituted 39 percent in the year
1985, which gradually declined first then
increased again to 38 percent in year 2000.
However, after 2000, there was declining
trend except for year 2010. In the last
decade their shares come down to 33
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percent in 2015 and 29 percent in 20109.
One possible reason may be the
introduction of South Asian Free Trade
Agreement (SAFTA). Moving on the
commodities, it is notable that petroleum
and petroleum products remained at top for
SAARC countries import from world in the
last 35 years. Its share varied between 13 to
21 percent during the study period. During
the first 10 years between 1985- 1995, the
second highest share among top 5
commodities was cereals & cereals
preparations.

Table 9: Top Five Commaodities SAARC Member Countries Imported from World
between 1985 and 2019
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Year | First Second Third Fourth Fifth % Share
Petroleum, | Cereals and | Textile
1985 | Petroleum Cereal Yarn, Iron & Steel | Textile Fibres 38.9
Products Preparation | Fabrics
Petroleum, | Textile Cereals and
1990 | Petroleum Yarn, Cereal Iron & Steel | Textile Fibres 36.5
Products Fabrics Preparation
Petroleum, | Textile Cereals and
1995 | Petroleum Yarn, Cereal Iron & Steel | Textile Fibres 33.6
Products Fabrics Preparation
Petroleum, | Textile Iron & Textile Cereals and
2000 | Petroleum Yarn, Steel Fibres Cereal 38.1
Products Fabrics Preparation
Petroleum, | Textile Iron & Textile Cereals and
2005 | Petroleum Yarn, . Cereal 33.1
. Steel Fibres .
Products Fabrics Preparation
Petroleum, | Textile Textile Cereals and
2010 | Petroleum Yarn, . Iron & Steel | Cereal 36.9
. Fibres .
Products Fabrics Preparation
Petroleum, | Textile Iron & Textile Cereals and
2015 | Petroleum Yarn, . Cereal 33.4
. Steel Fibres .
Products Fabrics Preparation
Petroleum, Textile .
2019 | Petroleum Iron & Yarn, Metalliferous Textile Fibres 29.3
Steel . Ores
Products Fabrics
Source: Computed using WITS (Word Integrated Trade Solution) data
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Table 10: Share of commodities SAARC Member Countries Imported from World
between 1985 and 2019 (%)

1985 | 1990 | 1995 | 2000 | 2005 | 2010 | 2015 | 2019
Cereals and Cereal Preparation 6.5 5.2 5.0 2.5 2.0 2.3 2.6 1.6
Vegetables & Fruit 1.1 1.5 1.3 1.9 1.3 1.9 2.3 1.8
Sugars, Sugar Preparations 1.2 2.5 0.4 1.7 1.8 2.2 1.0 0.5
Coffee, Tea, Cocoa 2.1 1.7 1.3 1.2 0.8 0.9 1.1 1.6
Feeding Stuff for Animals 0.1 0.1 0.0 0.4 0.3 0.5 1.0 0.2
Textile Fibres 2.5 2.8 3.4 2.6 3.4 4.0 3.2 2.5
Metalliferous Ores 0.6 1.0 0.6 0.5 1.4 0.9 1.2 2.8
Crude Animal and Vegetable
Materials 0.3 0.4 0.2 0.2 0.2 0.2 0.2 0.3
Petroleum, Petroleum Products | 21.0| 17.1| 124 | 18.3| 16.0| 18.7| 135 | 17.6
Animal/ Veg Fats/ Oils Process
/Waste 0.1 0.2 0.2 0.1 0.1 0.3 0.4 0.7
Inorganic Chemicals 08| 0.9 0.6 0.8 1.0 08| 0.9 1.0
Medicinal and Pharmaceutical
Products 1.9 2.0 2.3 2.0 1.3 15 15 1.8
Essential Oils 0.2 0.3 0.3 0.5 0.5 0.5 0.6 0.6
Cork and Wood Manufactures 0.1 0.1 0.1 0.2 0.2 0.2 0.1 0.0
Textile Yarn, Fabrics 4.7 7.4 9.0| 115 7.3 8.0 9.8 3.1
Iron & Steel 4.2 4.0 3.8 3.2 4.5 3.9 4.2 3.3
Non-Ferrous Metals 1.1 1.4 15 1.1 1.4 1.2 1.3 0.7
Manufactures of Metals 1.5 1.4 1.3 1.3 1.2 1.0 1.3 1.6
Articles of Apparel and
Clothing 0.1 0.2 0.6 1.2 0.8 1.0 1.2 0.2
Miscellaneous manufactured
Acrticles 1.1 1.4 1.7 2.0 1.7 15 1.7 1.3
Total share of 20 commodities 51.1| 516 | 46.0| 53.0| 47.0| 515 | 49.2| 43.2

Source: Computed using WITS (Word Integrated Trade Solution) data

Revealed Comparative Advantage for
Exports using Balassa Index:

Reduction in trade barriers creates
competitive pressures and switch to
possibilities of productivity gains resulting
in restructuring of the economy towards
comparative advantage. India’s economic
reforms in the decade of the 90s have
made possible a shift in competitive
advantage. It was also expected that the
country’s trade liberalization would lead to
changes in exports and their composition
and reflect India’s comparative advantage
in the international trade and global
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economy. RCA shows how a commodity
is competitive in a country’s exports
compared to the commodity’s share in the
other countries exports having a lower
RCA.

RCA index on export for India since
1985 till 2019, it is observed that in 1985
there were three commodities- ‘Coal, Coke
& Briquettes’, ‘Motor vehicles’
‘Medicinal and Pharmaceutical products’
having high to very high competitive
advantages in exporting to SAARC
countries.

and

(29)
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Figure 9: Competitive advantages on Export of selected commaodities placed at top between

1985- 20
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However, over the period with the having the availability of this ore and
changing international trade behaviour, minerals in their own country where as

liberalization, and inclusion and licensing
more products to be exported, the RCA
values seems reduced but still having high
competitive advantages in the international
market for export to the SAARC countries
and can be observed in figure 10.

The very high  competitive
advantages of ‘coal, coke and briquettes’
during 1985 and later years mainly due to
the other SAARC countries were not
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India was the largest producers of various
qualities of coal at the time. Looking at the
Index value of Coal, coke & briquettes at
1985, the value was very high (76811),
although over the year the RCA value for
coal and allied commodities declined but
remained very high for long time. In the
other years very high RCA of coal in 1987-
88, 2000-02, 2013-14 and 2016-17, floated
between 1000 and 4000.

(30)
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The next commodity that had high
competitive advantages in early period of
90s was motor vehicles followed by
medicinal & pharmaceutical products. Both
these commodities had higher relative
advantages during till 1995 after that their
export went down resulting in lowering of
index values, although for the motor
vehicle still the value is beyond 50 but for
medicinal & pharmaceutical products it
went below 10 in the last decade. In 2019,
the RCX wvalue for motor vehicles,
medicinal products, electrical, rubber and
machinery was 363, 83, 45, 34 & 19
respectively, which shows the India will
have competitive advantages in export with
SAARC in transportation sector especially
for the motor vehicles.

Figure 10: Commaodities having high Competitive
Advantage on Export from India, 1985
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Figure 11: Commaodities having high Competitive
Advantage on Export from India, 2000
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In this segment, we have focused on
the top five commodities having highest
competitive advantages in different point of
time. In 1985, other than the ‘coal, coke &
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briquettes’, the five top commodities were
motor vehicles (363), Medicinal &
pharmaceutical products (83), Electrical
machinery, apparatus and Appliances (45),
Rubber manufactures (34) and Specialized
machinery (19). There were the products
which were having high production and
specialization in India which have put high
competitive advantages during the early
period. Although in the share terms, there
was a very high competitive and can we say
as a monopoly of coal within the export
products to the SAARC countries. In the
year 2000, the scenario of the international
trade of India with SAARC countries had
changed the top position was replaced by
Iron & steel with a score of 190 followed
by Dyeing & colouring materials (79). The
other thee commodities which were place
within top five were Motor vehicles (71),
Animal foods (66) and Paper & paperboard
(20).

Figure 12: Commodities having high Competitive
Advantage on Export from India, 2015
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In the 2015, the position of motor
vehicle changed to first with importance of
high rise of transportation sector due to
modernization and rise in economic growth
in the SAARC countries. This resulting in
high demand for motor vehicle that created
an opportunity for transportation sector in
India.
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Figure 13: Commodities having high Competitive
Advantage on Export from India, 2019
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In the recent years, as the
international trade scenario has changed but
still motor vehicles found having highest
RCA value followed by iron & still in
2019. The other commodities having
highest values were specialized machinery,
electrical and rubber. However, there were
only 4 commodities having RCA value
below the one. These commodities are
Coffee, tea & cocoa; Textile yarn &
fabrics; Cereals & cereals preparation; and
articles of apparel and clothing. Even in the
year 2000, the commodities having RCA
value below unity were all these
commodities of 1985 having RCA values
below one excluding cereals & cereals
preparation.

Even in the year 2015, the same
three commodities lies with RCA value
below one. However, in 2019, some other
commodities export RCA values gone
down below the unity. In this year- textile
yarn & fabrics; vegetable & fruits; cereals
& cereal preparations; and articles of
apparel and clothing found having RCA
value below the unity. Overall, the Export
of clothing, fabric yarn and articles of
apparel & clothing are not having a good
sign for India to export it to the SAARC
counties because it found at the bottom

through the last 35 years as during these
periods, many rules & regulations has
modified and liberalized in international
trade domain.

Revealed Comparative Advantage for
Imports using Balassa Index:

It is observed that in 1985 there
were three commodities- ‘Animal feeding
stuff’, ‘Crude animal and vegetables
materials’ and ‘vegetables and fruits’ were
having high competitive advantages for
India in importing from SAARC countries,
however over the period with the changing
international trade behaviour, liberalization,
and inclusion and licensing more products
from the SAARC, the RCA values seems
reduced but still have high competitive
advantages in the international market for
import from the SAARC countries can be
observed in figure 14.

The next commodity revealed high
RCAM value at early period of 90s was
crude animal & vegetable materials
followed by vegetables & fruit. These both
commodities found having high RCAM in
initial years till 1990 but later go down with
slight variation in it. In case of crude
animal and vegetable materials, the RCAM
value between 1985 and 1990 was floated
to 12-18 except for 1987 when it goes a
high of 24. The SAARC countries are large
producers of these commodities where their
competitive advantages are found better
than India. As increasing the RCAM value
results into more outflow of money to the
SAARC countries. Hence, increasing
production for the crude materials of
animal and vegetables for India will reduce
the RCAM value and reduce the outflow of
Indian money.
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Figure 14: Competitive advantages on Import of selected commodities placed among top three
between 1985- 2019
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The third commodity is Figure 16: Commodities having high Competitive
found high RCAM value in the later years Advantage on Import from India, 2000
of 1980 was vegetables & fruit with an
index value of 15 which shows not a 0w, %
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Figure 15: Commodities having high
Competitive Advantage on Import from India,

1985 Source: Computed using WITS (Word
Integrated Trade Solution) data
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* In this segment, we have focused on
the top five commodities having highest
competitive advantages on import for India
in different point of time. In 1985, the five
. . - commodities having high RCAM values

AmmaSlTsuFffeedmg Er:gd;s)?;ﬁwfn\egetabes&?‘mﬁ Textile Fibres imxémﬁ were Animal feeding stuff (56), Crude
animal and vegetable materials (18),

vegetables & fruit (15), textile fibres (7),
and Cork and wood manufacturers (2).
These were the products in which India’s

production and specialization were not on other countries and in case of SAARC in
much so the country was more dependent the study had better advantages on
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Source: Computed using WITS (Word
Integrated Trade Solution) data
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exporting them to the India. In the year
2000, the scenario of the international trade
of India with SAARC countries had
changed the top position was replaced by
animal/vegetable  fat/oil  process/waste
placed at the top with score of 75 followed
by Essential oils (23) and Inorganic
chemical (9). The other thee commodities
which were place within top five were
vegetable and fruit (7), and crude animal
and vegetable materials (7). This emerged
pattern of international trade with SAARC
countries reveals that during the period with
the increasing consumption within the
country and low production capacity within
the countries has pushed to more import.
So, it would have been high focus on
production of stuffs related to animal,
vegetables and fruits had revealed low
advantages on import for India.

Figure 17: Commodities having high
Competitive Advantage on Import from
India, 2015
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Source: Computed using WITS (Word Integrated
Trade Solution) data

In the 2015, the scenario on import
has changed and crude animal and
vegetables material again placed on the top.
However the top five commodities show
high  RCAM  value reveals the
heterogeneous nature like coffee, tea and
cocoa; apparel & clothing articles came into
the picture. In the later year apparel &

ISSN 2320-0197 | sk =k

clothing materials placed at top with a high
RCAM value of 53 in 2019 followed by
animal feeding stuff have changed the
scenario about the India’s trade on import
with SAARC countries.

Figure 18: Commodities having high
Competitive Advantage on Import from
India, 2019
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Source: Computed using WITS (Word Integrated
Trade Solution) data

However, if we look at the all 20
commodities, there were only 12
commodities having RCAM value below
the one in 1985. Some of them were articles
of apparel & clothing; nonferrous materials,
animal/vegetable fats/oils process/waste;
petroleum & petroleum products; sugar &
sugar preparations etc. Even in the year
2000, the commodities having RCAM
values below wunity were all those
commodities of 1985 having RCA values
below one excluding cereals & cereals
preparation.

Conclusion:

India’s economic liberalization and
the subsequent establishment of World
Trade Organization (WTO) has drastically
reduce international trade barriers that
created competitive market which leads to
productivity gains and restructuring of
Indian economy toward its comparative
advantage. The revealed comparative
advantage pushed the commodity pattern of
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trade on inter-country differences in
relative costs to reveal the comparative
advantage of the trading countries.

Moving on to the RCA analysis, it
notices that the value of RCA index has not
remained consistent during the study
period. Commodities such as Coal, Coke &
Briquettes; Motor vehicles; and Medicinal
& Pharmaceutical products found high to
very high competitive advantages in
exporting to SAARC countries and others
found very low competitive advantages
during the analysis. The paper also
calculated the Revealed Comparative
Advantage for Imports (RCAM) index and
it found that, India has strong comparative
advantage in imports of commodities such
as Animal feeding stuff; Crude animal &
vegetables materials; and vegetables &
fruits during the study period.
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Abstract:

Fintech has been the rising sector in the financial world and has a major focus when
it comes to the developmental part. It has been associated with financial inclusion recently
seeing the potential in being able to achieve the goals of financial inclusion. The paper refers
to the World Bank’s Global Findex database to understand and analyze the problems faced
by the consumer and its challenges. With the reduced cost of the internet and competitive
smartphone market, technology is now more affordable than ever before. Reducing inequality
is essential in all dimensions to achieve holistic growth. The paper tries to analyze the
inequality in the society and understand the use of fintech to reduce such gaps. Using the
gaps and the questions the paper tries to identify the type of financial service company
relevant for solving the issue. The paper displays a wide variety of scope for fintech to work
in order to flourish and suggests few measures to function in a more economical and efficient
way.

Keywords: Fintech, Financial inclusion, Technology, Global Findex, Digitalisation.

Introduction:

FinTech has been a major player
recently. Fintech, or financial technology,
refers to the technological innovation in the
design and delivery of financial services
and products. Technology in finance
continues to evolve; advancements include
the use of Big Data, artificial intelligence
(Al), and machine learning to evaluate
investment opportunities, optimize
portfolios, and mitigate risks. The extent of
the financial services technology has
widened during and after the COVID-19
pandemic (Parvez, 2023). The rise of online
payment applications, neobank, Unified
payment Interface (UPI) has percolated the
financial services sector to the roots which

is visible in the Global Findex Database.
However, it is still visible from the World
Bank’s Global Findex Database (World
Bank Group, 2023) that there is a lot of
scope to reduce the divide between
traditional ways to bank and digital
banking. This is where the fintech
companies may harness the opportunity to
further seep into the system and narrow the
gap to digitize.

Fintech services are divided into seven
major categories:

1. Neobanks

Lending services

Personal financial services
Payment services

InsurTech (insurance technology)

a bk wn
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6. RegTech (regulatory technology)

India has been very pressing in
implementing and executing the United
Nations 17 Sustainable Development Goals
(SDGs) (Financial Inclusion and the SDGs
- UN Capital Development Fund
(UNCDF), n.d.). The promotion of fintech
and financial inclusion is important for
formalizing the economy and streamlining
the labor and payment markets. Various
schemes have initiated the formalization of
the economy in India. 50.09 crore accounts
under the Pradhan Mantri Jan Dhan Yojana
have been opened as of date.

It is essential to understand that
Fintech can create a significant impact
towards achieving the financial inclusion
goals. It has the potential to transform the
traditional banking methods towards digital
banking. India has shown a sweeping
change in its technological sector. This
technological growth is to be accompanied
by relevant infrastructure which is gaining
traction in India. The Internet and mobile
phones are the most important prerequisites
for fintech to flourish. According to
Nielsen’s India internet report there are
around 700 Million plus active internet
users as of December 2022 report. Out of
the total 425 Million users belong to the
rural area and urban area consist of 295
Million users. This is almost 44% above the
urban users (Pramshu, 2023). It is
important to leverage the power of social
media to percolate deeper into the system
and familiarize the consumer with new
methods of credit distribution. It is crucial
for the fintechs to work through the product
gaps, understanding the needs of the
consumer and the relevance of the product
they need. It is key for Fintechs to
understand the significance of
personalisation rather than focusing on

standardization. The use of data can help in
profiling the probable customer to target
them seeing their needs and addressing
their problems

Review of Literature:

A comparative study has been done
between ASEAN and SAARC nations
(Imam et al., 2022). Various problems have
been identified in different SAARC and
ASEAN nations which are an obstacle for
the growth of the Fintech industry.
According to the study India is a leading
nation in digitizing and implementing the
use of digital technology. Programs like
‘Digital India’ programme have accelerated
the adoption of digital financial services
and education. Various Asian Nations are
seeing adopting fintech creating a
conducive environment for further bloom.
Globally seen the financial services sector
has paced up after the global financial crisis
of 2008 (Asif et al., 2023). COVID- 19 has
been a blessing in disguise for the fintech
industry. Data has shown that fintech
lending and UPI transactions have gained
momentum during the pandemic. RBI has
been continuously working to promote and
regulate the financial sector to protect the
interest of the common man and also the
financial players. Of the 14,000 newly
funded start-ups between 2016 and 2021,
close to half belonged to the FinTech
industry. FinTech lending is projected to
exceed traditional bank lending by 2030
(Anan et al., 2023). The growth in FinTech
lending due to digitalization has also
facilitated financial inclusion.

One of the major problems for
fintech was the cost part. But due to rising
competition in the fintech sector it has
helped to reduce the cost of funding and
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operating thereby further enabling the use
of the UPI and other digital payment
systems. This competition has helped to
work on financial inclusion and has also
motivated the players towards innovation.
Association of economic development with
fintech growth is very well established and
visible in various South Asian countries.
There are various factor becoming an
obstacle for the growth of fintechs
1. Risk factor and user trust: Various
countries have listed this as the major
obstacle for the adoption and growth of
fintech. Associated risk creates a
mistrust amongst the users which
demotivates them to further increase
their transaction and reduces the utility.
This was visible in India and Indonesia.
Fear of hacking and losing money
detaches consumers from further
adopting the technology which is also
visible in Sri Lanka.

2. Cost factor: cost has a negative impact
in countries like Myanmar. However,
this cost can be reduced with a proper
regulatory environment and healthy
competition can be reduced to make
fintech a more financially viable option.

3. Regulatory factor: Sri Lanka is an
example for negative regulatory
oversight which has deccelerated the
growth of fintechs. It is essential to
adhere to the regulatory compliances to
successfully grow. However, in
countries  like  Singapore  proper
regulatory sandboxing has led to a
sustainable and healthy growth in the
utility of fintechs.

4. Literacy and infrastructure: The
Philippines (Imam et al., 2022) has a
problem of low financial literacy. This
has created problems in accessing funds

and credit. Improper infrastructure i.e.
low end  technology, internet
accessibility etc are important issues to
solve which are prominent in under-
developed and developing countries.

5. IT spending and Bank charges: The
Asia Pacific region has staggered
growth due to lower IT spendings and
higher banking charges. Higher banking
charges makes it expensive to transact,
further increasing the scope for fintechs

to improve.
6. Religion, culture and borrowing
tradition:  countries like Malaysia

(Imam et al., 2022) have many Islamic
fintechs specializing in catering to the
needs of the Islam following
population. It is observed in the rural
areas that they rely more on money
lenders due to unavailability of
collateral and regulatory process.
Traditional and cultural make them
more obliged towards the money
lenders of their community.

Methodology:

The objective of this research paper
is to identify the inequality in the use of
digital banking technology tools in India
and thereafter identify the opportunities for
fintechs to reduce the gap for inclusive
growth.  The Global Findex Database
published by the World bank is one of the
most exhaustive databases on the access
and use of formal and informal sources of
finance. The database for India consists of
numerous questions which are divided into
methods and ways of traditional banking
and that of Digital Banking. Inequality gap
for digital banking technology access and
usage is calculated for three different years
l.e.,, 2014, 2017 & 2021. This inequality
gap is calculated on three dimensions i.e.
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1. Gender gap (Male — Female) / Male

2. Income gap (Richest 60% — Poorest
40%) / Richest 60%

3. Geographical gap (Urban - Rural)/
Urban

Gaps are calculated for each of the

dimensions;

1. Access to digital financial service

2. Usage of financial instrument or service
3. Perceived Financial wellbeing

On calculation of the gap a trend
analysis is done for a particular question to
identify the widening or narrowing of the
gap during the course of three time periods.
Further, based on the extent of inequality
gaps, the opportunity for different types of
fintechs is classified. Table 1 explains the
methodology of data classification of
fintech opportunity scale based on the
digital banking gap index range. In order to
understand the concentration of the data we
further calculate the geometric mean of
each issue of the given dimensions. The
calculated geometric mean will help
compare the data averages which further
assist to understand the extent of scope.

Table 1: Digital banking gap and fintech
Opportunity score

Digital banking Gap Fintech

index range Opportunity Scale
Upto 0.3 Low
Between 0.3 - 0.6 Moderate
Between 0.6 - 1.0 High

Source: Author’s calculations and
interpretation

Results & Discussion
Gaps in access of digital financial
services/products

Access to financial services is the
first step in financial inclusion. Access to
financial services refers to the availability
and affordability of the financial services or
products. In the past decade, the
Government of India through the massive
PM Jan Dhan Yojana scheme has tried to
provide access to banking and financial
services. Some additional schemes like
Pradhan Mantri Suraksha Bima Yojana and
Atal Pension Yojana have also opened up
these segments of finance with a scope for
introduction to fintechs (Industry &
Industry, 2023). Remarkable progress in
the number of bank accounts has been well
documented, but the dormancy of many of
these accounts remains a challenge. An
increased smartphone ownership and access
to the internet in India and development of
financial technology products can be an
answer to this challenge.

There exists a huge gap in mobile
money accounts access in gender and
income. Table 2 shows that there has been
a persistent gap in men having higher
numbers of mobile money accounts or
mobile payment apps since 2014. The
gender gap has been reduced in the 2021
survey probably as an impact of pandemic
and introduction of UPI in India. The
income inequality in mobile money account
ownership has been increasing since 2014.
This may be attributed to a greater share of
cash earnings of the poor compared to the
upper income class. Geographically also,
the urban population has a greater share of
mobile money accounts compared to the
rural population.
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Table 2: Trends in Gap in access to digital banking
i | inde | Gapindex | Geometric |
Dimension | Access value Mean .
value value 2021 Value Opportunity
2014 2017
Gender ) 0.66 0.72 0.66
Mobile
Income Money 0.70 0.73 0.77 0.66 High
- account
Geographical 0.49
Gender Has a 0.64 0.46 0.44
Income debit or 0.65 0.60 0.53 052 Moderate
Geographical credit 0.42
g card '
Source: Author’s calculation
Gaps in usage of digital financial services/products
Table 3: Trends in Gap in usage
Gap Gap Gap
Dimension Usage index index index Geometric Fintech
indicators value value value Mean Value | Opportunity
2014 2017 2021
Gender 0.09 0.23 0.29
Has an Low but
Income inactive 0.25 0.34 0.36 0.24 . -
increasing
account
Geographical 0.25
Gender o 0.66 0.48 0.52
Income Made a d'gt'ta' 0.69 0.60 | 0.63 0.56 Moderate
Geographical paymen - - 0.42
Gender Saved using a - - 0.62
Income mobile money - - 0.83 0.68
. t ' High
Geographical accoun - - 0.62
Gender 0.13 0.15 -0.01
Income Borrowe 002 | -0.1 | -0.05
oot | oy P2 s | Lo
eographica ) ) -0.05
Source: Author’s calculation
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Table 4: Gaps in perceived financial well being
Dimension Perceived financial well Gap Geometric Fintech
being index | Mean Value | Opportunity
value
2021
Gender Coming up with emergency -0.45
funds in 30 days: not possible
Income - 0.67 0.47 Moderate
Geographical -0.36
Gender Most worrying financial issue: | -0.17
I money for old age 0.
ncome 0.47 0.25 Low
Geographical -0.21
Gender Most worrying financial issue: | -0.21
paying for medical costs in 0.16
Income case of a serious illness or : 0.18 Low
Geographical accident -0.19
Gender Most Worrying financial issue: | -0.13
Income paying for monthly expenses 051
: and bills 0.26 0.25 Low
Geographical e

Source: Author’s calculation

Other Opportunities for Fintech (with and without an account gaps)

Table 5: Trends in gap for not having bank accounts

Questions Time periods and gaps | Opportunity
Index Score
2014 | 2017 | 2021
Gap Gap | Gap
No account because financial institutions - - 0.75 High
are too far away
No account because financial services are - - 0.76 High
too expensive
No account because of a lack of necessary - - 0.76 High
documentation
No account because someone in the family - - 0.75 High
has one
Reason for not using their inactive account: - - 0.63 High
bank or financial institution is too far away

Source: Author’s calculation
The gap in table 5 is calculated by using the formula

reason for being = without an account - with an account / without an account, which shows

the difference between the easy access to account.
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Suggestions & Discussion:

According to the World Bank’s

Global Findex Database, 78% of adults had
a bank account in 2021 in comparison to
that of it in 2014 which was 53% (Industry
& Industry, 2023).
Fintech needs to be working on three basic
principles to  flourish  which  are
accessibility, user friendly and safety
should help reduce the number of obstacles.
Fintech is a cheaper and convenient
alternative to traditional banking as it
requires minimal infrastructure,
significantly reduces cost and improves
consumer accessibility. Prominence of data
and steps to digitize which will help fintech
to leverage to provide a superior customer
experience and will help the consumer to
access credit easily. This will further help
to reduce the gaps and achieve the goal of
financial inclusion.

The data in the above table indicates
some gaps which can be solved by working
out the problems being specific about them.
Table 2 to discuss the gap to access digital
banking amongst various dimensions
discussed. The gap in the mobile money
segment points towards a high to moderate
opportunity for fintech. The data indicates
that the gap is maximum in the gender
dimension and in the income dimension.
Table 2 discusses the accessibility of
fintech or products to the general people.
Higher gap shows lesser financial inclusion
where the government and the private
sector can work in tandem towards a
developmental motive. The reason for not
having a mobile money account may be
due to absence of internet, illiteracy,
unavailability of mobile phones etc.
Neobanks and personal payment services
companies can work towards reducing the
lack of infrastructure by coordinating with

the government to implement and execute
the literacy programs. Having a mobile
money account may solve problems like
that of the distance from the financial
institution thereby reducing the gap.
Another problem with using the credit and
debit cards is the associated fees. These
fees are supposed to reduce when the
company themselves have less operating
cost which will reduce with the reduction
of infrastructure spending. This will make
the cards more affordable or can also be
replaced with tools like UPI (Bhakta, 2023)
which is clear from the data published by
RBI. With hassle free products like UPI
lite, products like debit and credit cards can
be substituted and the unavailability of
smartphones may not be a problem
anymore.

The major problem from the data
for having no account or having an inactive
account is that the financial institution is far
away which makes it inaccessible. Fintech
can be a precise solution to the problem.
The gaps in table 4 can be answered using
various new tools and plans available with
the fintech companies. Various issues like
savings for old age may have use of
multiple financial services. Services like
Neobanks, personal financial services and
insurtech can also solve these insecurities.
Neobank and personal financial services
may help them engage with different
pension and savings plan (which will solve
many issues in table 3 simultaneously)
whereas insurtech can help them to invest
into various endowment plans offered
which will provide them with a fixed
income source and a life insurance
associated with it making the income tax
free and life cover in case of the policy
holder dies. Insuretechs also aid in
providing medical insurances at a cheaper
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cost. Due to rising competition various
insurance players offer plans as low as Rs 1
per day insurance premium which manages
the unforeseen medical expenditure with
the medical claims settled at fingertips.
Financial instruments like recurring
deposits and fixed deposits can help get a
periodic ensured sum and risk free
investment which can be used as a method
to pay for education and also encourage
savings more which is usually seen less in
low income groups (marginal propensity to
save). This regular savings habit can also
help manage the regular bills. Various
financial products are available using the
mobile banking applications and net
banking facility with the NBFCs and
financial aggregators promoting them with
user friendly interface and attractive plans.
It is important for the fintechs to customize
their plans and provide a variety of options
to compare and choose.

With the introduction of digilocker
like platform access to and verification of
documents is simple. The government
recently announced that it will boost public
digital infrastructure (PDI) which is
believed to help fintech’s cut their KYC
costs (Banerjee, 2023). Various fintechs
outsource the KYC part which increases
their cost. Expanded budget on the
Digilocker is expected to solve this issue
and should make using fintech more
affordable.

Conclusion:

Management of cost, customizing
according to the need, user friendly and
accessible will help introduce fintech at a
deeper root by also fulfilling the objective
of financial inclusion. It is essential for the
government and the technology companies
to work together. Development of

infrastructure to support the growth of
fintech is important. ~ Technological
development has to be similar to that of the
urban part to reduce inequality. Various
income redistribution schemes need to be
promoted using fintechs to increase the
formalization of the economy.
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Abstract:

Public expenditure is an important fiscal instrument to achieve the Sustainable
Development Goals. The endogenous growth theories have a notion that efficient public
expenditure can boost the output level of the economy, irrespective of income levels and
development stages. This study uses balanced panel data to investigate the impact of the
components of development expenditure (social and economic services expenditures) and
non-development expenditure (general services expenditure) on economic growth for the
fourteen major non-special category Indian States from 1990-91 to 2020-21. The States are
categorized into two panels, i.e., high and low-income. Using the Panel Dynamic Ordinary
Least Square technique, the results of long-run estimates revealed that the components of
development expenditure under the revenue expenditure account contribute to economic
growth in both cross-section dependent and slope heterogenous sub-national panels. The
component of non-development expenditure under the revenue expenditure account has a
negative long-run relationship with economic growth for the high-income States’ panel. The
Dumitrescu & Hurlin Granger Causality results validate the two alternative propositions,
supporting two opposite directions of causality, one connecting economic growth to the
components of public spending (Wagner) and the other connecting the components of public
expenditure to economic growth (Keynesian) in the short run. The components of
development and non-development expenditures under the capital outlay account impact the
economic growth of both the States’ panels in the short run;, however, the relationship
disappears in the long run. These results highlight the problem of misallocation of capital
outlay, which is more prone to corruption.

Keywords: Economic Growth; Public Expenditure; Social, Economic, and General Services
Expenditure; Second-generation Panel Data Analysis; High and Low-Income States.

JEL Classification: C33, H72, 011

I. Introduction

The stability and growth of the
economy largely depend wupon public
expenditure. The effect of public
expenditure on economic growth (hereafter,
EG) depends wupon the nature and

composition of public expenditure (Simiyu,
2015). The effect of government
expenditure on the output level of the
economy depends on what the government
has spent the money on, the type, and how
well the spent money is utilized and

|| STLHHET | | SITHETI-SIT 209, TE 96, 3 © seokskskkskskkoskskokoskkk  (¥8)


mailto:shilpa.chhabra@res.christuniversity.in
mailto:greeshma.manoj@christuniversity.in

st sk sk sk sk sk sk sosk sk skosk sk skoske sk sk sk sk sk sk sk sk sk sk sk skosk | ISSN 2320-0197 | sk sk

managed by the institutional mechanism
(Seshaiah, 2018). Since India has chosen a
federal structure, the sub-national level
governments assist the central government
in attaining equitable EG goals.

The concept of State government
expenditure and EG nexus has been
subjected to exploration. Theoretically,
there are primarily two frameworks in this
respect, one is the Wagner, and the other is
the Keynesian approach. The former
emphasizes the importance of EG over
State expenditure to maintain economic
equilibrium (Kalam & Aziz, 2009;
Rehman, 2010; Samudram, 2009).
Contrary, the Keynesian approach states
that public expenditure is the principal
determinant boosting EG (Dash & Sahoo,
2010; Dogan & Tang, 2011; Gangal &
Gupta, 2013). The literature also witnesses
the feedback relation between government
expenditure and EG (Kumari & Sharma,
2017; Tiwari & Shahbaz, 2013; Ziramba,
2008). The empirical literature has also
focused on the association of EG with the
economic and functional classification® of
public  expenditure  given by the
International Monetary Fund (IMF). A
plethora of literature shows contradictory
results regarding the association between
EG and the economic classification of
budgetary spending (Egbetunde & Fasanya,
2013; Sharma, 2019; Kharel & Adhikari,
2021). The nexus between EG and the
functional form of public expenditure has
also shown mixed results (Ebong, 2016;
Eggoh J. et al, 2015; Ray & Sarangi,
2021). Hence, the existing literature lacks a

I1. Model and Estimation Methods

The study used yearly balanced panel data
for the fourteen major NSC Indian States,

consensus regarding the nature of the
association  between  economic  and
functional classification of budgetary
expenditure and EG.

This study focuses on decomposing
the compositions of development and non-
development expenditures, i.e., social,
economic, and general services
expenditures under revenue expenditure
and capital outlay?, and measured its long-
run (hereafter, LR) effect on EG. Unlike
the previous studies conducted on the
Indian States, this study focuses only on the
Non-Special Category (hereafter, NSC)
major Indian States®, which do not get
benefits that special category States receive
from the Central government based on
social, economic, and geographical terms.
The studies previously conducted on the
major Indian States have taken both
categories simultaneously, which should
not be considered technically. For
comprehensive understanding, the sub-
nationals are categorised into two panels?,
i.e., high-income States (hereafter, HYS)
and low-income States (hereafter, LYS).
The comprehensive results obtained from
the study could help understand the
government of Indian sub-nationals to re-
strategies their expenditures, which are not
contributing to or impeding their EG.

The remaining paper is drafted as
below: The model and estimation methods
are mentioned in Section Il. The empirical
results and discussion are shown in Section
I11. The paper finishes with Section IV, the
conclusion, and policy implications.

which covers the period from 1990-91 to
2020-2021. ‘One best part of using annual
data is it is hardly sensitive to seasonal and
cyclical fluctuations’ (Singh & Sahni,
1984). The analysis period is based on the
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consistent data available for the variables.
The data for the dependent variable, per
capita (hereafter, PC) real NSDP, is
obtained from the Handbook of Statistics
on Indian Economy- an annual publication
by the Reserve Bank of India (RBI). The
data for the components of State
government expenditure, i.e., social,
economic, and general services expenditure
under the revenue expenditure and capital
outlay accounts, is obtained from various
annual and occasional publications by RBI,
specifically, the State Finances: A Study of
Budgets, Handbook of Statistics on State
Government  Finances- 2004, and
Handbook of  Statistics on  State
Government Finances- 2010. The nine
independent variables used in the study are
Revenue Social Services Expenditure
(RSSE), Capital Social Services
Expenditure (CSSE), Revenue Economic
Services Expenditure (RESE), Capital
Economic Services Expenditure (CESE),
Revenue General Services Expenditure

(RGSE), Capital General Services
Expenditure  (CGSE), Total® Social
Services Expenditure (TSSE), Total

Economic Services Expenditure (TESE),
Total General Services Expenditure
(TGSE). All the independent variables are
transformed in PC terms. The natural log
form (In) of all the variables is taken to
remove differences in the variables across
States. Using State-level deflators, i.e., the
Gross State Domestic Product (GSDP)
deflator, all the State government
expenditure variables are converted into
real terms.

Model Specification

From a theoretical perspective, in this
study, we tried to examine the effect of

State government expenditures on EG. The
Model is represented by equation (1):

Here, NSDP;i: represents the dependent
variable, Net State Domestic Product,
which measures EG for the ‘i’ sub-national
in the ‘t” time span. The pre-fix ’In’
represents the natural logarithm form of all
the variables. oo represents intercept. Xiit
and Xnit represent independent variables,
1.e., government expenditure for the ‘i’ sub-
national in the 't' time span. 1, Bn represent
coefficients of the independent variables. In
this study, the following four log-log
Models have been tested as follow:

Model I: InNSDP;:= f (InRSSE i; INCSSE )

Model II: InNSDPj: = f (InRESE;; INCESE)

Model III: InNSDP;: = f (InRGSEj;; INCGSEj)
Model IV: InNSDP;; = f (InTSSEj;; IN'TESEj;
INTGSEx)

Econometric Methods-

e Summary Statistic:

The study begins with the summary
statistics for both the States' panels under
consideration. The mean and median values
show the dataset's high accuracy as these
are within the range of minimum and
maximum values. The variables are not
bell-shaped, as indicated by the values of
skewness and kurtosis. ‘However, violating
the normality assumption is not crucial,
particularly for a large panel dataset’
(Olaoye, 2019) (See Appendix A). The
study then progresses to ascertain the CSD
for all the selected variables used in the
study.

e Cross-section Dependent (CSD) Test:

For the analysis of the panel data set, it is
imperative to ascertain the presence of
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cross-section dependence (hereafter, CSD).
‘The cross-section dependence explains the
unidentified mutual shocks, geographical
effects, or interactions within social
networks, which becomes part of the error
term’ (Baltagi, 2016). Ignoring and
applying the first-generation test (Standard
order integration and cointegration tests)
can produce biased, invalid test statistics,
estimator inefficiency, probability of
rejecting the true hypothesis, and
inconsistent results (lheonu, 2019). To
check the existence of CSD, we follow the
following CD statistic, which checks the
average of pair-wise correlation
coefficients of OLS residuals from the
standard individual regression in the panel
data set (Pesaran, 2004).

Where, p, finds the pair-wise
correlation in residuals from the sample
estimated using the basic ordinary least
square regression. The null hypothesis (Ho)
shows the independence of the cross-
section, whereas the alternative hypothesis
(H1) shows CSD. The results reject the (Ho)

e Second-generation Panel Unit Root
Integration tests:

Upon ascertaining the presence of CSD and
slope heterogeneity (hereafter, SH), the
study then progresses to ascertain the
variables' correct integration order. ‘In the
presence of cross-section dependency and
slope heterogeneity, the conventional unit
root tests possibly over-reject the null
hypothesis (Ho) and produce ineffective
results’ (Levin et al., 2002). In contrast, the
second-generation methodology accounts
for CSD. The present study uses the
second-generation panel integration test

and conclude that all the variables are CSD
at a 1 % significance level in both panels
(See Appendix B).

e Slope Heterogeneity (SH) Tests:

Like the CSD test, it is vital to test the SH
of the panel data set. For this purpose,
Hashem and Yamagata (2008) SH test is
used. This method is suitable for CSD,
large time periods and small cross-sections,
l.e., T > N. The (Ho) is slope homogeneity
against the (H1) of slope heterogeneity. The
equations for the SH test are given below:

—J‘[ f_kkj X )

Ay :N(%J ~N(0,1) (4

Here A and Ead] Implies delta tilda and
adjusted delta tilda, respectively.

The tests result reject the (Ho) and deduce
heterogeneity exists across sample States
(See Appendix C). Thus, we should apply
heterogeneous or second-generation panel
techniques.

called Cross-sectional augmented IPS and
Cross-sectional augmented Dickey-Fuller
test (Pesaran, 2007). The CADF test
statistic is shown in Eq (5) as follows:

AYy =B+ &Y, HB Y, + dAY, + 4 (5)

Adding one time lag in the result of Eq (5)
generates Eq (6) mentioned below:

AY ﬂ +a’i1'.!r— +bi1'r 1 +Z/m r k Z(‘S:EA1JF E+MF
k=1 (6)
Here, y,_, and Ay;:—,. It represents the

average of each cross-section's lagged 1 (0)
and the I (1) from each unit. ‘The statistics
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of CIPS are obtained by calculating the
average of the CADF statistics’ (Usman,
2021). The statistics of the CIPS test are
expressed in Eq (7) as follows:

1 N
CIPS=—)>1t(N,T
N2 (NT) ™

Here, the term t; (N, T) Can be re-write to
represent the CADF Eq (8).

1 N
CIPS =— » CADF
N Zl ! ®)

The findings of the tests mutually
consensus that all the variables are
stationary either at level, i.e., 1 (0), or first
difference, i.e., I (1), for both the States’
panels. Thus, both tests ensured that no
variable in the present dataset was
stationary at the second difference, i.e., |
(2) (See Appendix D).

e Long-run Estimates:

Once the correct order of integration is
confirmed, the empirical panel data
analysis proceeds to check the LR
association between the variables. We
applied the Panel Dynamic Ordinary Least
Squares (PDOLS) method augmented by
Pedroni (2001), which supports the
abovementioned features. It augments basic
individual time series Dynamic Ordinary
Least Squares (DOLS), which considers the
endogeneity problem. It performs well with
mixed orders of integration, i.e., | (0) and |
(1). Moreover, the group-mean PDOLS
takes care of CSD in the panel data set and
gives robust results in case of omitted
variable bias arising in the cointegration
relationship. The equation for DOLS is as
follows:

ki
Ye=a;+ 5 X + Z?/ijAXitfj Tl ()

j=ki

Where Y refers to the log form of PC real
NSDP, X refers to the log form of real State
expenditure, Pi represents the slope
coefficient, 'I' refers to the number of
sample sub-nationals in the panel data set,
'J' refers to the number of lags, and 'k’ refers
to the number of periods. The t-statistic & 3
slope coefficients are averaged using
Pedroni's group means test for the whole
panel data.

N
B=N">p (10)
i=1

Where, (3,) is the standard DOLS estimator
for the "I panel's entities.

e Causality Test:

The present study used a panel Granger
causality test to check the short-run
(hereafter, SR) causal mechanism among
the analysed variables, also known as
Dumitrescu and Hurlin (2012) test. This
method augments the Granger (1969). The
test's (Ho) assumes no causal relationship
among the variables, and vice-versa for the
(H1). This test accounts for the CSD and
provides robust results in case of large
periods and small heterogenous cross-
section balanced panel data sets. The
equation is as follows:

Ci=q +Zyipcit—p +Z’7ipxit—p + My (11)
p=1 p=1

Here, 'p' shows the lag length, y"and 7"

Denotes the regression and autoregressive
parameters' coefficients. The findings
obtained from applying the second-
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generation macro-econometric approach
are presented in the succeeding section.

I11. Empirical Results & Discussion

e Long-run Estimates Results

Using four Models each for both the States’
panels, Table 1 represents the long-term
association between the components of
development and non-development
expenditures and EG. The R-squared is
significant, and the value is 99.18 % for the
HYS panel, which means independent
variables  (development and  non-
development expenditures) explain 99.18
% of the variation or change in the
dependent variable (EG). Similarly, it is 99
% for the LYS panel.

The results of Model I, for the panel of
HYS, demonstrate that a 1 % rise in PC real
RSSE results in a 0.39 % rise in PC real
NSDP. This result is significant at a 1 %
level. Similarly, for LYS, the results reveal
that a 1 % rise in PC real RSSE results in a
0.31% rise in PC real NSDP. This result is
significant at a 1 % level. This result
supports the findings of Nworji (2012),
who found a positive and significant
relationship between SSE under revenue
expenditure and EG in Nigeria. However,
PC real CSSE is positive but insignificant
for both the States’ panels. The results align
with Akpan and Abang (2013), who found
an insignificant relationship  between
capital expenditure and EG.

The same scenario is seen in the case of
Model Il for both the categorised States'
panels. The result shows that PC real RESE
is significant at a 1 % significance level,
which is 0.15 % and 0.19 %, respectively,

for HYS and LYS panels. However, like
Model I, the PC real CESE is insignificant
for both panels—the results supported by
Gong and Zou (2002) found an
insignificant relationship between capital
expenditure and EG.

The results for model 111 show a negative
relationship for both the States' panels. In
the case of the HYS panel, a 1 % rise in PC
real RGSE results in a 0.19 % reduction in
PC real NSDP. This result is significant at a
1 % level. However, PC real CGSE is
positive but insignificant for both the
panels of the States.

In Model 1V, PC real TSSE positively
affects the PC real NSDP for the HYS and
LYS panels. The result is significant at a
1% level. The effect is comparatively
higher for the HYS (0.26 %) than for LYS
(0.22 %). For the HY'S panel, a 1 % rise in
PC real TESE results in a 0.10 % rise in PC
real NSDP. This result is significant at a 5
% significance level. Whereas for the LYS
panel, a 1 % increase in PC real TESE
results in a 0.11 % increase in PC real
NSDP. This result is significant at a 1%
significance level. Thus, development
expenditure has a significant positive effect
on EG for both the States’ panels. The
results are consistent with the findings of
Alexiou (2009), which also found a direct
relationship between development
expenditure and EG. On the other hand, in
non-development spending, in the case of
the HY'S panel, a 1 % rise in PC real TGSE
results in a 0.18 % fall in PC real NSDP.
This result is significant at a 1 %
significance level, which is insignificant for
the LY'S panel.
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Dependent

High-Income States

Low-Income States

[nNSDP Model I

ModelT ModelIl ModelIV  Modell ModelIl Model ITI

Model IV

InRSSE 0.392*
InCSSE 0.017

InRESE
InCESE
InRGSE
InCGSE
[nTSSE
InTESE
InTGSE

0.151*
0.019

(1) 0.189*
0.030

0.262*
0,098+
() 0.181*

0.313*
0.021

0.192*

0.008

(0.031
0.040

0.221*%
0.115%
0.065

RJ.

0.991

0.990

Source: Researcher’s calculation based on RBI data.

Note: Asterisks * and ** represent 1 % and 5 % significance levels, respectively.

Table 2 Results of (DH) Causality Test

High-Income States Low-Income States
Calllsalﬂ_:y & w z p-value Relationship w z p-value Relationship
Dhrection
InTSSE —InNSDP  0.152%%% 1695  0.090 Bicausal 2151%# 1895 0.046 Bi-causal
InNSDP —InTSSE ~ 10.633* 19267 0.000 6.544* 9603  0.000
InTESE —InNSDP 0.913 -0.172 0.862 Unicausal 5488* 4272 0.000 Bicansal
InNSDP —InTESE ~ 9439* 16878 0.000 6.235% 9068  0.000
InTGSE —InNSDP 0.506 -0987 0313 Uni-causal 1.703 1218 0222 Uni-causal
InNSDP —InTGSE  1.907%* 1.814  0.058%9 3.189*% 3793 0.000
InRSSE —InNSDP 0.401 -1.186 0231 Uni-causal 1.609 1.055  0.291 Uni-cansal
InNSDP —InSSE 10.879* 19.758  0.000 6.961* 10324  0.000
InESE —InNSDP 1.083 0166  0.868 Uni-causal 0.487 -0.888 0374 Uni-cansal
InNSDP —InESE 9.236% 16472  0.000 B oor* 13842  0.000
InGSE —InNSDP 0.36 -0.878 0379 No 1.554 0.96 0.337 Uni-cansal
InNSDP —InGSE 1.805 1.611 0.107 3.289*% 3966  0.000
InCSSE —InNSDP 1.164 0328 0742 Uni-causal 2.884* 3264 0.001 Bi-causal
InNSDP —InCSSE 4.680* 7.361 0.000 6.317* 9.20%  0.000
InCESE —InNSDP 1 §25%%* 1.65 0.098 Bicausal 7831* 7141 0.000 Bicansal
InNSDP —InCESE 4 665* 733 0.000 2.876* 3249  0.001
InCGSE —InNSDP  2.265%* 2331 0.011 . 2014%* 175  0.079 .
Bi-causal Bi-causal

InNSDP —InCGSE 5.219* 8439  0.000 5.119* 7135 0.000

Source: Researcher’s calculation based on RBI data.
Note: Asterisks *, **, and *** represent significance at the 1 %, 5 %, and 10 % levels,

respectively.

e Causality Test Results

Table 2 reveals that there is a homogeneous
bi-causal relationship between PC real

NSDP and PC real TSSE in both the States
panels. A unidirectional relationship exists
between PC real NSDP to PC real TESE
and TGSE for both the States’ panels.
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These results are consistent with the
findings of Kumar and Hazarika (2022) and
Rehman et al. (2010), who also found a bi-
directional causal relationship between
public expenditure and EG. However, the
relationship between PC real NSDP and PC
real TESE is an exception, which is bi-
causal for LYS.

The relation between EG and PC real
RSSE, RESE, and RGSE is unidirectional
for both the States’ panels. However, there
is no relationship between PC real NSDP
and PC real RGSE for HYS, which is
aligned with the LR relationship. There is a

IV. Conclusion & Policy Implications
Using the disaggregated approach,
this study investigates if the components of
State  spending have an  impact
(positive/negative) or not on the EG of the
major NSC States in India from 1990-91 to
2020-21. Two States’ panels, HYS and
LYS, were used to understand the effect of
State expenditure on EG. In a nutshell, the
results validated the two alternative
propositions, supporting two opposite
directions of causality, i.e., Wagner’s and
Keynesian propositions in the SR. The
compositions of States’ development
expenditure (PC real SSE and ESE) under
the revenue expenditure do not have a
significant impact in the SR. However, it
impacts the EG of both the States’ panels in
the LR. On the contrary, the compositions
of States’ development expenditure (PC
real SSE and ESE) under the capital outlay
have a significant impact in the SR;
however, their significant impact on the EG
disappears from both the States’ panels in
the LR.
Surprisingly,  theoretically  but  not
empirically, in developing countries,
revenue expenditures are productive at the

bilateral causal relationship between PC
real NSDP and capital outlay components
of the spending for both the States’ panels,
except PC real CSSE, which has a one-way
relationship from growth to States’
expenditure for the HY'S panel.

Hence, in the SR, the result validated the
two alternative propositions, supporting
two opposite directions of causality, one
connecting EG towards public spending
(Wagner’s proposition) and the other
connecting public expenditure towards EG
(Keynesian proposition).

margin (Devarajan et al., 1996; Kweka &
Morrissey, 2000). One plausible
explanation may be the misallocation of
capital outlay, which is more prone to
corruption. It may be because the State’s
spending is not always directly
proportionate to the State’s growth rate.
‘When the size of government spending is
smaller than the threshold regime, EG
promotes;  however, if government
spending is larger than the regime,
economic growth decreases’ (See Appendix
E, Rahn Curve). Thus, if the government
expenditure is utilized in excess amount,
the productive expenditure  becomes
unproductive at the margin” (Attari &
Javed, 2013). Thus, productivity, not the
type and the level of investment, is
important (Kweka & Morrissey, 2000).

Hence, both the State governments’ panels
should rethink and formulate their policy
more mindfully. The governments should
cut or reduce the spending on the projects
that have not contributed to or impeded EG.
The State governments should re-adjust the
spending priority so that the insignificant
and negative impact of the variables could
become significant so that it complements
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and improves private sector competition for
overall EG. There should be high
accountability and transparency in the State

Note

1. The Government Financial Statistics
database of the IMF classifies
government expenditure into two types:
(i) the economic classification based on
economic characteristics of
expenditure, i.e., revenue and capital
expenditure. (i)  the  functional
classification based on the functions of
the expenditure, i.e., social services,
economic services, general services,
and others.

2. The capital outlay is part of the State’s
total capital expenditure. It has two
components, i.e., development and non-
development expenditure. The
development expenditure has two sub-
components, i.e., social and economic
services expenditures. At the same
time, non-development expenditure has

ISSN 2320-0197 | sk =k

government spending, and spending should
be  monitored closely to  check
embezzlement and diversion of funds.

a component,
expenditure.

3. The fourteen major NSC States of India
taken for the study are Haryana (HR),
Maharashtra (MH), Punjab (PB),
Karnataka (KA), Kerala (KL), Tamil
Nadu (TN), Gujarat (GJ), Andhra
Pradesh (AP), Rajasthan (RJ), West
Bengal (WB), Odisha (OD), Madhya
Pradesh (MP), Uttar Pradesh (UP),
Bihar (BR).

i.e., general services

4. During the period of study, the average

income of the HYS, i.e.,, HR, MH, PB,
KA, KL, TN, GJ, and AP, is more than
the country’s PC income, and vice-
versa for the case of LYS, i.e., BR, UP,
MP, OR, WB, and RJ.

5. Total here refers to the aggregate of
revenue expenditure and capital outlay
accounts.

APPENDIX

» APPENDIX B: Cross-Section Dependency (CSD) Test Results

High-Income States

Low-Income States

Wariable CD Stat. p-value CD Stat. p-value
InNSDP 2027* 0.000 20.99* 0.000
InTSSE 28 27* 0.000 20.51* 0.000
InTESE 22.76% 0.000 18.30* 0.000
InTGSE 26.49%* 0.000 20.11* 0.000
InR5SE 2B 66% 0.000 20.46* 0.000
InCSSE 21.78%* 0_000 18.51* 0.000
InRESE 21.98* 0.000 18.63* 0.000
InCESE 17.70% 0.000 15.67* 0.000
InRGSE 26.32% 0.000 20.10* 0.000
InCGSE 18.92* 0_000 12.47%* 0.000

Source: Researcher’s calculation based on RBI dara.

Note: Asterisk, * rapresents the I 2% significance level.
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o APPENDIX A: Summary Statistics

InNS InTSS InTES InTG InRSS InCSS WRE InCE InRG InCG

Variables T, E E SE E E SE SE SE SE
High-Income States

Mean 11:}? 8.151 8094 8126 8063 5038 7Te62 70353 8.109 5.031
. 11.01 i

Median 4 8.029 B.04% B.168 7934 5152 Te65 T03T7T 8144 4975

5D. 0501 0542 0494 0.57 0534 1124 0478 0.7 0.571 026

Min 10;}? 7.213 7.07 6.877 T.184 1.119 ©.598 0 6.849 4.734

12.04
Max 7 G164 9622 9292 9102 7.009 8.91 8406 9289 6.774
0.284 -

Skewness 0.121 0251 0223 -0254 4 0.272 0,189 -4.015 -0242 2.046

Kurtosis 1.915 1.796 2563 2321 1.823 2369 2289 42,;‘.4? 2.329 12‘;‘22

Observati

on 248 248 248 248 248 248 248 248 248 248

Low-Income States

Mean 10;1 7688 75336 T.617 T804 481 7038 6803 7.598 493
. 10.26

Median 1 7.6 T428  TeT4  T533 45948 6904 6763 7.60%9 4871

5D 0.495 0.55 0566 0443 0.53 1.074 0577 0479 0442 0.443

MNin 9.137 6.7806 6342 0.701 6.756 2.38 5.881 5.887 0.694 0

Max 11:4 901 9.155 B8.526 888 6.768 B.498 8.153 8.515 5.906

Skewness -0.119 0381 0563 -0021 0401 0 (;38 0559 0529 0004 -7.145

. B84.05
Kurtosis 2.553 218 2.891 1985 22 1.842 277 2798 1.99 3

Observati
on

186 186 186 186 186 185 186 186 1856 186

Source: Researcher’s calculation based on RBI data.

e APPENDIX C: Slope Heterogeneity (SH) Test Results

High-Income States | Low-Income States
Models Statistic Value Value
| Delta_tilda 6.630* 6.650*
Adjusted Delta_tilda 7.104* 7.126*
I Delta_tilda 12.987* 4.856*
Adjusted Delta_tilda 13.915* 5.203*
i Delta_tilda 9.845* 15.428*
Adjusted Delta_tilda 10.549* 16.532*
v Delta_tilda 7.780* 6.452*
Adjusted Delta_tilda 8.495* 7.045*

Source: Researcher’s calculation based on RBI data.

Notes: * represents significance level at the 1 % level. Delta_tilda and Adjusted Delta_tilda
represent the ‘simple’ and ‘'mean-variance bias adjusted’ slope homogeneity tests,
respectively.
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e APPENDIX D: Panel Unit Root / Integration Test Results

High-Income States Low-Income States
Variables o | 1 1(0) I
Cross-Sectionally Augmented Dickey-Fuller
INNSDP (-)2.862** -- (-)2.600 (-)4.082**
INTSSE (-)2.621 (-)4.422%* (-)1.833 (-)4.018**
INTESE (-)2.836 (-)4.988** (-)2.486 (-)4.261**
INTGSE (-)2.826 (-)3.572%* (-)2.903 (-)4.662**
INRSSE (-)2.336 (-)4.145** (-)2.065 (-)4.333**
InCSSE (-)2.489 (-)4.146%* (-)3.455 (-)4.201**
INRESE (-)2.960** - (-)2.420 (-)4.158**
InCESE (-)2.423 (-)4.057** (-)2.602 (-)4.361**
INRGSE (-)2.709 (-)3.491** (-)2.787 (-)4.718**
INCGSE (-)2.249 (-)3.672** (-)2.488 (-)2.878**
Cross-Sectionally Augmented IPS
INNSDP (-)2.886** - (-)3.303** --
InTSSE (-)2.852** -- (-)2.722 (-)6.206**
INTESE (-)3.836** - (-)3.319** -
INTGSE (-)2.745 (-)5.308** (-)2.880** -
INRSSE (-)2.542 (-)5.494** (-)2.968** -
INCSSE (-)2.843** - (-)2.876** -
INRESE (-)3.635** - (-)3.237** -
INCESE (-)2.697 (-)5.296** (-)3.252 -
INRGSE (-)2.697 (-)5.296** (-)2.913** -
INCGSE (-)2.697 (-)5.068** (-)2.479 (-)4.849**

Source: Researcher’s calculation based on RBI data.
Notes: ** represents 5 % significance level. The integration order I (0) or I (1) shows the level or
1%t difference. The results are noted at lag one at Schwartz Bayesian Information Criterion (SBIC)
with constant and trend deterministic.

e APPENDIX E: Rahn Curve

Economic
Performance

Rahn Curve

Optimum size of
government

Size of Government

Source: Pepple and Ekpete, 2021
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Abstract:

The rabi season crops are grown from October and December and harvested from
April to June and the crops are important for securing food security and generating income
because every year kharif season crops are damaged by flood. Irrigation is one of the most
important agricultural inputs for sustaining rabi crops because they are grown during the
dry season. Assam heavily relies on agriculture, but unpredictable monsoons damages kharif
crops. To counter this, cultivating rabi crops during the dry season is crucial. The Irrigation
Department of Assam has implemented various projects to enhance irrigated area. Statistical
techniques like Compound Annual Growth Rate (CAGR) and Linear Regression Analysis
have been used to examine the data. The present study examined the growth trends of
irrigated area and impact of net irrigated area (NIA) on the production of selected rabi
crops. In Udalguri district there has been positive growth trend in irrigated areas. The
result of the study also reveals that the NIA significantly impacts the production of summer
rice and potato, while it has no significant impact on the production of rapeseed and
mustard.

Keywords - Rabi crops, CAGR, Linear Regression Analysis, Growth Trends of Irrigated
Area, Summer Rice, Potato and Rapeseed & Mustard.

Introduction (2016) noted that dry season farming has a
positive impact on farm income. India gets
most of its rain during the four-month
monsoon period from June to September.
Rabi crops flourish during the dry season, so
they need irrigation for best growth.
Bhandari (2001) highlights that use of
shallow tube well (STW) irrigation has
significantly enhance the rice productivity,
resource-use efficiency, farm income, and
employment opportunities. Marina et al.
(2017) found from their study that land
irrigation has a positive effect on food
production. These study underscore the

The rabi crops are cultivated in
October and November and harvested from
April to June, is a vital part of India's
farming calendar. Growing rabi crops brings
many benefits, such as more ways to earn
money, better food security, and helps in
rotation crops for better growth. Summer
rice, wheat, gram, oats, barley, potatoes, and
seeds like mustard etc. are the important
rabi crops cultivated in India. Yakubu et al.
(2019) found from their study that dry
season farming had a positive effect on
household food security. Donkoh et al.
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importance of irrigation, especially during
dry seasons, in mitigating the adverse
effects of excessive rainfall and enhancing
agricultural productivity.

Assam relies heavily on agriculture,
with over 70% of its population depending
directly or indirectly on this sector for their
livelihoods. Excessive rainfall during kharif
season results in water logging and worsens
flood situations, leading to considerable
damage to kharif crops. To mitigate these
losses, cultivating rabi crops becomes
crucial during the rabi season. Irrigation is
the crucial factor for enhancing productivity
and sustainability during the rabi season.
Irrigation Department of Assam was formed
in 1974 with an objective to increase
agricultural production by ensuring timely
and adequate irrigation to the field to
cultivate high yielding variety seeds.
Irrigation Department has adopted various
Centrally Funded Projects, State Funded
Projects and Institutional Funded Project for
the growth of irrigation facility.

Objectives:

The studied paper is based on
following objectives-

1. To study the growth trends of Gross
Irrigated Area (GIA), NIA, Irrigation
Potential Created (IPC) and Irrigation
Potential Utilisation (IPU) and season
wise irrigated areas of Udalguri district.

2. To examine the impact of NIA on the
production of selected rabi crops of
study region.

Data:

The study is entirely based on
secondary data collected from the period
2008-2009 to 2020-21. Among the various
rabi crops, summer rice, rape & mustard and
potato have been selected as they are the

ISSN 2320-0197 | sk =k

major rabi crops of Assam. The data have
been collected from books, journals, thesis,
Statistical Hand Book of Assam, Economic
Survey of Assam, District Statistical Hand
Book of Udalguri, etc.

Methodology: Compound Annual Growth
Rate and Simple Linear Regression in SPSS
have been used to analyse the data. The
results have been represented by tables and
economic analysis has been made.

I.  To analyse the growth trends GIA,
NIA, IPC and IPU and season wise
irrigated areas of the district, the CAGR
has been used.

ii. Simple Linear Regression in SPSS has
been used to examine the impact of
NIA and production of selected rabi
crops.

Study Area:

Udalguri district in Assam has been
selected purposively for study due to its
significant irrigated area. Udalguri district
was formed on 2004 after the Bodo
Accord, it is the 27" district of Assam and
part of the Bodoland Territorial
Autonomous District (BTAD). It shares
borders with Bhutan and Arunachal
Pradesh to the north, Sonitpur district to the
east, Darrang district to the south, and
Baksa district to the west. Agriculture is
the main economic activity of Udatguri
district. 88 per cent population of Udalguri
depends on agriculture and allied activities
for their livelihood. Farming is challenged
by erratic rainfall, monsoon floods, and
pre-monsoon dry spells. To mitigate flood-
related losses, farmers have turned to
cultivating rabi crops during the winter
season The Irrigation Department has
initiated various projects to expand
irrigation in the district.
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Results and Discussion
1. Growth Trends of GIA and NIA
(2008-09 to 2020-21):

The Irrigation Department of Assam
has embarked on a comprehensive strategy

ISSN 2320-0197 | sk =k

to bolster irrigation facilities across the
state. Table 1 shows the growth trends of
GIA and NIA of Udalguri district.

Table 1: Growth Trends of GIA and NIA (2008-09 to 2020-21)

Area in Hectares

Year GIA Percentage Change NIA Percentage Change
in GIA in NIA
2008-09 9655 9345
2009-10 21610 55.32 20820 55.11
2010-11 19030 13.55 17620 18.16
2011-12 27274 30.22 24364 27.68
2012-13 31203 12.59 27830 12.45
2013-14 55232 43.50 26358 5.58
2014-15 50656 9.03 23988 9.87
2015-16 96126 47.30 43467 44.81
2016-17 79796 20.46 61903 29.78
2017-18 142028 43.81 66671 7.15
2018-19 97858 45.13 47758 39.60
2019-20 122385 20.04 59935 20.31
2020-21 103654 18.07 51281 16.87
CAGR 21.87 15.24

Sources: Chief Engineer, Irrigation Department, Assam. (Estimated by scholar)

Table 1 reveals that there has been
fluctuation in the growth trend of GIA of
study area during the study period. Annually
it has creased by 21.87 per cent. The
increase and fluctuation in the growth trends
of GIA is due to the implementation of
schemes. When the implementation of
schemes is large, area has become large and
vice-versa. Column no. 4, Table no. 1
reveals that there has been fluctuation on the
growth trends of NIA during the study
period. Annually, it has increased to 15.24
per cent. There is a gap between the growth
trends of GIA and NIA and it is due to
damage of irrigation canals, depletion of

water table, delay in restoration/ revival of
schemes, present of drought, improper field
levelling, lack of field drainage, etc.

1. b. Growth Trend of IPC and IPU of
Major and Minor Irrigation System of
Udalguri:

As irrigation is one of the important
agricultural inputs for the rise of agricultural
production, the Government of Assam has
introduced several major and minor
irrigation schemes to increase the irrigated
areas in the region. Table 2 highlights the
growth trend of IPC and IPU of Major and
Minor Irrigation System of Udalguri from
2007-08 to 2020-21.
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Table 2: Growth Trend of IPC and IPU of Major and Minor Irrigation System of
Udalguri (2007-08 to 2020-21) (Area in Hectares)

Udalguri

IPC of |IPU of Percentage IPC Minor | IPU Minor Percentage

Major Major Change of Irrigation | Irrigation Change of
Year Irrigatio | Irrigation | IPC and IPU | System System IPC and IPU

n System | System of Major of Minor

Irrigation Irrigation
Area System
1 2 3 4 5 6 7

2008-09 | 31100 2810 9.03% 21817 NA NA
2009-10 | 31100 9910 31.86% 27598 NA NA
2010-11 | 36258 9550 26.33% 29445 NA NA
2011-12 | 45258 9100 20.10% 39882 NA NA
2012-13 | 45258 5150 11.37% 47475 NA NA
2013-14 | 53258 4750 8.91% 49570 22345 45.07%
2014-15 | 53258 2230 4.18% 56842 22807 40.12%
2015-16 | 53258 13250 24.87% 65951 33700 51.09%
2016-17 | 53258 29595 55.56% 75375 47927 63.58%
2017-18 | 55258 16195 29.30% 85062 53542 62.94%
2018-19 | 55258 14560 26.34% 89164 33229 37.26%
2019-20 | 66230 20570 31.05% 89500 39360 43.97%
2020-21 | 66230 18332 26.47% 72850 33495 45.97%
CAGR 6.50 16.37 7 5.95

Sources: Chief Engineer, Irrigation Department, Assam. (Estimated by scholar)

Table 2 highlights that there is an
increase and constant growth trends of IPC

irrigation system is lower than the growth
trend of IPC of Minor Irrigation system.

The growth trend in the utilisation of
Minor Irrigation System of Udalguri District

of major irrigation system during the study
period. The annual growth rate is estimated
as 6.50 per cent. There has been fluctuation
in the growth trend of IPU of major
irrigation and its growth rate is estimated as
16.37 per cent.

IPC of Minor Irrigation System of
Udalguri district was at an increasing trend
from 2008-09 to 2019-20. Thereafter, there
was a slight decline in the area of IPC of
Minor Irrigation System. The annual growth
rate of IPC of Minor Irrigation System is
7%. The growth trend of IPC of Major
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is larger than Major Irrigation System. The
annual growth rate of utilisation of Minor
Irrigation System of Udalguri is 5.95%
during the study period. Column 4 and
column 7 of Table 2 shows that the
percentage of utilisation of minor irrigation
is more than the major irrigation system.

There is a gap between IPC and IPU
in the Udalguri district. Natural calamities,
change of river course, damage of canal
system, general wear and tear of the
schemes, etc. are the factors responsible for

(B3)
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the gap between IPC and IPUof Major and
Minor Irrigation System.

1. c. Season Wise Growth Trend of
Irrigated Area of Udalguri 2007-08 to
2020-21:

In Assam, the government has
initiated various schemes aimed at

ISSN 2320-0197 | sk =k

strengthening irrigation facilities to enable
the adoption of multiple cropping systems
and enhance agricultural production. Table
3 exhibits the season wise growth trend of
irrigated area of Udalguri.

Table 3: Season Wise Growth Trend of Irrigated Area of Udalguri, 2007-08 to 2020-21

(Area in Hectares)

Year Kharif Season Irrigated Area | Rabi Season Irrigated Area
2007-08 13100 2605
2008-09 9345 310
2009-10 20820 790
2010-11 17620 1410
2011-12 24364 2910
2012-13 27830 3373
2013-14 26358 1258
2014-15 23988 1340
2015-16 43467 4596
2016-17 61903 16874
2017-18 66671 17871
2018-19 47758 1171
2019-20 59935 1295
2020-21 51281 586
CAGR 15.24 5.44

Sources: Chief Engineer, Irrigation Department, Assam. Estimated by Scholar

The irrigated area under kharif
season and rabi season in Udalguri district
showed a fluctuating growth trends during
the study period. The annual growth rate of
Kharif season irrigated area is 15.24% and
rabi season is 5.44% during the study
periods. The growth trend of kharif season
irrigated area is more than the rabi season
irrigated area. During kharif season due to
rainfall the density of water, water level and
the flow of water in canal increases.

2. To examine the impact of NIA on the
production of selected rabi crops.
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Irrigation is important to grown rabi crops,
as they are grown during dry season. The
subsequent tables provide the findings
concerning the impact of NIA on the
production of selected rabi crops by using
Linear regression analysis.
2. a. Impact of NIA on the Production of
Summer Rice from 2008-09 to 2017-18
The cultivation of summer rice holds
significant importance due to the annual
flooding that affects winter and autumn
rice crops. Hence, cultivating summer
rice becomes crucial for ensuring food

(8%)
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security in the region. Typically, the
cultivation done before the monsoon
needs proper irrigation for its successful
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growth. Tables 4, 5, and 6 highlight the
impact of NIA on the production of
summer rice.

Table 4: Model Summary

Model

R

R Square

Std. Error of the Estimate

Adjusted R Square

1

.819

671

.630

.1009873

a. Predictors: (Constant), NIA

b. Dependent Variable: Summer Rice

Sources: Statistical Handbook, Assam, Estimated by scholar

Table 4 represents the summary
model. The R Square value of .671 indicates

ANOVA table 5 shows a significant F-
statistic of 16.314 with a p- .004 which is

that approximately 67.1% of the variance in less than 0.01. It indicates that NIA
summer rice production is accounted for by  significantly  predicts  summer  rice
the NIA included in the model. The production.
Table-5: ANOVA
Model Sum of Squares Df Mean Square F Sig.
1 Regression .166 1 .166 16.314 .004
Residual .082 .010
Total .248
a. Dependent Variable: Summer Rice
b. Predictors: (Constant), NIA
Sources: Statistical Handbook, Assam; Estimated by scholar
Table- 6: Coefficients
Model Unstandardised Standardised T Sig.
Coefficients Coefficients
B Std. Error Beta
1 (Constant) 1.052 585 1.798 | .110
NIA 531 131 819 4.039 | .004
a. Dependent Variable: Summer Rice

Sources: Statistical Handbook, Assam; Estimated by scholar

The Sig. = .004 indicates in Table 6

shows that
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NIA significantly predicts

production of summer rice and one unit of
increase in NIA brings about .531 increased
of production of summer rice.
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2. b. Impact of NIA on the Production of
Rapeseed & Mustard (R & M)
from 2008-09 to 2017-18
Rapeseed and mustard has been
sown between September and October and
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harvested from February to March. And as it
is cultivated during winter, linear regression
analysis has been used to examine the
impact of NIA on its production.

Table -7: Model Summary

Model R R Square | Adjusted R Square | Std. Error of the Estimate

1 546 .298 210 .1580860
a. Predictors: (Constant), NIA

b. Dependent Variable: R & M.

Sources: Statistical Handbook, Assam; Estimated by scholar

Table no. 7 represents the summary
model. The R square value of .210 indicates
that NIA has weak influence on the
production of rapeseed and Mustard. Table
8 ANOVA indicated that regression model

is not significant for the test because p=.105
and is greater than the P=.05. The NIA has
no significant impact on the production of
rapeseed & mustard because it requires less
water.

Table 8 ANOVA
Model Sum of Squares Df Mean Square F Sig.
1 | Regression .085 1 .085 3.390 103
Residual .200 8 .025
Total .285 9
a. Dependent Variable: R & M
b. Predictors: (Constant), NIA
Sources: Statistical Handbook, Assam; Estimated by scholar
Table 9 Coefficients
Coefficients
Model Unstandardized Standardized T Sig.
Coefficients Coefficients
B Std. Error Beta
1 (Constant) .962 916 1.050 324
NIA 379 206 546 1.841 103
a. Dependent Variable: R & M

Sources: Statistical Handbook, Assam; Estimated by scholar

Potato is an essential vegetable crop,
primarily cultivated during the winter
season. The linear regression analysis has

2. ¢. Impact of NIA on the Production of
Potato from 2008-09 to 2017-18
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been used to measure the impact of NIA on  highlights the impact of NIA on the
potato production. Table 10, 11 and 12  production of potato.

Table- 10: Model Summary
Model Summary
Model R R Square Adjusted R Square | Std. Error of the Estimate
1 .635 403 328 2162152
a. Predictors: (Constant), NIA
b. Dependent Variable: Potato
Sources: Statistical Handbook, Assam; Estimated by scholar

Table 10 represents the summary  table 11 shows a significant F-statistic of
model. The R Square value of .403 indicates ~ 5.394 with a p value .049 which is slight
that approximately 40.3 % of the variance in less than p value 0.05. It indicates that NIA
potato production is accounted for by the  significantly predicts potato production
NIA included in the model. The ANOVA

Table- 11: ANOVA

Model Sum of Squares df Mean Square F Sig.
1 Regression .252 1 252 5.39 .049
4
Residual 374 8 047
Total .626 9
a. Dependent Variable: Potato
b. Predictors: (Constant), NIA

Sources: Statistical Handbook, Assam; Estimated by scholar

Table 12 Coefficients

Coefficients
Model Unstandardised Coefficients Standardised T Sig.
Coefficients
B Std. Error Beta
1| (Constant) 918 1.252 733 484
NIA .654 282 635 2.323 .049
a. Dependent Variable: Potato

Sources: Statistical Handbook, Assam; Estimated by scholar
The Sig. = .0049 from table 12 increase in NIA brings about .654 increased

indicates that NIA significantly predicts production of potato.
production of potato and one unit of
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Conclusion

Irrigation plays a pivotal role in
sustaining the growth of rabi crops. Analysis
using CAGR reveals a significant increase
in several key areas within Udalguri district,
including the GIA, NIA, IPC, and IPU of
both Major and Minor Irrigation Systems.
Moreover, there has been an increase in the
irrigated area during both the kharif and rabi
seasons. The study also identifies a gap
between the IPC and IPU of both Major and
Minor Irrigation systems in the study area.
This discrepancy might have stemmed from
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Abstract:

Technological advancements like artificial intelligence, machine learning, loT, cloud
computing, block chain, and sensing technology have revolutionized industries and enabled
retailers to achieve sustainability objectives. These advancements have also been successful
in achieving the Sustainable Development Goals (SDGs). Consumers today are increasingly
conscious about the environment and its sustainability, leading to changes in their buying
habits. They are increasingly accepting sustainable and eco-friendly products and services,
and adhering to global quality standards. However, finding the optimal setting for businesses
is challenging. Retailers face difficulties in predicting customer choices, as their
psychographic attributes often influence their shopping decisions. Consumers today are tech-
friendly and ecologically conscious, aiming to achieve shopping goals while protecting the
environment. SDG awareness allows them to buy eco-friendly products and use technology to
mitigate ecological consequences. This paper aims to uncover the changing beliefs of
consumers towards using technology as a medium for attaining sustainability.

Keywords: Industry 4.0, SDGs, technology, sustainability, consumer psychographics and
retailing.

1. Introduction returns, promoting sustainability. The
technology eco-advantage allows retailers to
use advanced technology to achieve
sustainability goals without jeopardizing
profitability. Consumers are increasingly
choosing  environmentally  sustainable
products and services, and retailers are using
tech-based advantages to  encourage
sustainable purchases. The cutting-edge
technologies of industry 4.0 have
transformed consumer lifestyles, affecting
their purchasing patterns. Technology-
enabled retailing offers a dual advantage of
fulfilling SDGs and satisfying consumer
needs.

Sustainability is the use of scarce
resources to meet the needs of present
generations without compromising future
generations. The Sustainable Development
Goals (SDGs) are 17 schemes that support
sustainability, and in retailing, technological
intervention and innovation can help
achieve these targets. Retailers must align
their  practices with  these  goals,
communicate them to stakeholders, and
balance sustainability with economic
growth. Technology, such as Al-enabled
forecasting, can help reduce waste and
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2. Objectives of the study:

2.1. To understand the role of technology in
driving consumers towards environmental
sustainability.

2.2. To synthesis SDG’s (9" and 12") and
environmental sustainability in retailing.

2.3. To study the impact of industry 4.0
technologies on environmental
sustainability.

2.4. To propose a tech- enabled for
achieving environmental sustainability in
retail settings.

3. Literature Review

Industry revolution or industry 4.0
carries the potential of providing innovative
solutions for combating global challenges.
The cutting edge technologies associated
with industry 4.0 when implemented for
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results. Streamlining the technologies with
green initiatives globally, SDGs can be
implemented successfully (Berawi, 2019).
3.1. Sustainable Goals
(SDG’s)

The United Nations Sustainable
Development Goals (SDGs) aim to combat
global environmental, social, and economic
issues by 2030. These goals are closely
related to the theme of achieving
sustainability in retailing with technology.
SDG 9 and 12 focus on building resilient
infrastructure, promoting inclusive and
sustainable industrialization, and fostering
innovation. SDG 9 focuses on building
quality, reliable, and resilient infrastructure
for economic development, ensuring human
well-being, and providing equal access to

Development

attainting  sustainability drive  optimal resources and financial services.
Table 1: The Sustainable Development Goals
1. End poverty in all its forms everywhere
2. End hunger, achieve food security and improved nutrition, and promote

sustainable agriculture

Ensure healthy lives and promote well-being for all at all ages

opportunities for all

Ensure inclusive and equitable quality education and promote lifelong learning

Achieve gender equality and empower all women and girls

Ensure availability and sustainable management of water and sanitation for all

Ensure access to affordable, reliable, sustainable, and modern energy for all

X Noo

Promote sustained,

inclusive, and sustainable economic growth, full and
productive employment, and decent work for all

9. Build resilient

infrastructure,
industrialization, and foster innovation

promote inclusive and sustainable

10. | Reduce inequality within and among countries

11. | Make cities and human settlements inclusive, safe, resilient, and sustainable

12. | Ensure sustainable consumption and production patterns

13. | Take urgent action to combat climate change and its impacts

sustainable development

14. | Conserve and sustainably use the oceans, seas, and marine resources for

15. | Protect, restore, and promote sustainable use of terrestrial ecosystems, sustainably

manage forests, combat desertification, and halt and reverse land degradation and
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halt biodiversity loss

at all levels

16. | Promote peaceful and inclusive societies for sustainable development, provide
access to justice for all and build effective, accountable, and inclusive institutions

sustainable development

17. | Strengthen the means of implementation and revitalize the global partnership for

(Source: United Nations, 2015).

Strategies  for  achieving  sustainable
industrialization include promoting eco-
friendly technology, increasing resource use
efficiency, and providing financial services
to those in need. Infrastructure development
in developing countries is ensured through
dedicated research and investment in the
latest technological know-how.

SDG 12 focuses on responsible
consumption and production, ensuring
sustainable consumption and production
patterns worldwide. It focuses on optimal
resource utilization, reducing wastage
during production activities, and sustainable
supply chain management. Consumers are
educated about sustainable consumption
patterns, making environmentally conscious
purchasing decisions through product
certifications and eco-friendly packaging.
SDG 12 also promotes a circular economy
by product recycling and encouraging
consumers to return or recycle products they
no longer need. Digital technologies play a
vital role in managing congestion, risks, and
environmental impacts in cities and
communities, contributing to sustainable
cities and communities.

3.2. Industry 4.0:

Industry 4.0 focuses on
environmentally friendly technologies and
the integration of Sustainable Development
Goals (SDGs) can lead to positive
environmental outcomes and sustainability.
The 9th SDG focuses on building resilient

infrastructure, promoting sustainable
industrialization, and fostering innovation.
The 3R's of sustainability are adopted,
including reducing waste, reusing resources,
and recycling products. The circular
economy, which involves producing goods
that can be remanufactured and reused
multiple times before disposal, is another
aspect of sustainability. Retailers, as bridges
between producers and consumers, can
adopt sustainable practices to benefit
society.

Sustainability-focused choices are
now a priority for both consumers and
retailers. Consumers are becoming more
concerned about environmental and social
issues, leading to opportunities for retailers
to yield profits while benefiting consumers
without damaging the environment. Retail
giants like IKEA, Walmart, and Patagonia
have taken significant steps towards
environmental sustainability, revamping
supply chain operations and adopting eco-
friendly approaches.

The COVID-19 pandemic has
accelerated this  transformation,  with
consumers becoming more concerned about
health, economic, and social well-being
issues. As a result, sustainability has
become a key driver in consumer choice,
leading to increased reliance on technology
as a last resort. If embedded in a positive
manner, technology can ensure
environmental sustainability. Some in-store
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retail technologies adopted by retailers in
Industry 4.0 include:

3.2.1 Boots (A British health and beauty
retailer) have adopted a practice of
rewarding the consumers on returning the
used product packaging. The consumer
needs to  register  themselves to
Scan2Recycle website and scan their used
empty packages at the in-store collection
point. As the total amount of empties
reaches a total of 5, they are rewarded with
loyalty points worth £2.50 for every five
deposited items.

3.2.2 Morrisons and Co-op (UK based
grocers) have also initiated the practice of
recycling the second- hand electronic items
like mobile phones, tablets, smart watches.
The consumers need to register on Spring’s
website and add the items they need recycle
and select a point to drop it. Every customer
is given a unique QR code and on activating
the payment is processed and deposited
straights to the recipient’s bank account.

3.2.3 Costa Coffee has launched a 6-month
reusable coffee cup scheme called 'BURT,
which entails borrow, use, reuse, take-back.
Customers deposit £5 at the store, scan a QR
code at the base, and the cup is linked to
their personal account. Austella, a tech
agency, tracks the cup's usage. When
deposited back, the cup is automatically
delinked, washed, and presented to the next
customer.

The system of scan and re-cycle and
scan and re-use connects customers with
sustainability, involving them in the process
and allowing them to contribute to a good
cause, satisfying their need for participation
in a good cause (Han, 2021).
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3.3. Sustainability in Retailing

Sustainability in retail has been
accelerated by technology-driven behavioral
changes, particularly in the context of
Industry 4.0. Consumers are increasingly
aware of the use of technology and adopt
environmentally-sound attitudes.
Governments and retailers are working to
influence their purchase preferences and
environmental consciousness. This study
focuses on the active participation of
consumers and retailers in sustainable
practices in retail. Technology can be used
to fulfil these criterias, making consumers
feel more empowered and influencing their
environmental protection.

The paper aligns with SDG 9th and
12th, as technological innovation in the
retail sector, particularly through the
implementation of the circular economy,
justifies these practices. Innovative practices
in retailing provide more research
opportunities for academics and researchers.
The practical implications of these
researches also have managerial
implications. Innovation and sustainability
cannot be limited to in-store technology but
can be integrated throughout the retailer's
supply chain. Retailers can drive positive
consumer behavior by offering eco-friendly
products. Technology related to Industry 4.0
is driving retail sustainability in the context
of SDG 9th and 12th.

3.3.1 Supply Chain Optimization:

Data analytics is a powerful tool that
helps retailers analyze large amounts of data
to gain insights into consumer buying
preferences and forecast future preferences
(Hung et al., 2020). Accurate predictions
based on consumer choices and related

information  enable  precise  demand
forecasting, optimizing inventory
(%)
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management and reducing waste (Kashyap
et al., 2022). 10T (Internet of Things)
solutions, equipped with sensors, enable
real-time tracking of products within the
supply chain, ensuring transparency and
visibility. They also monitor stock levels in
real-time, preventing overstocking or
understocking and minimizing wastage. 10T
sensors also track expiry dates and
conditions of perishable goods, ensuring
their ~ availability  within specified
timeframes, contributing to responsible
consumption.  Investment in  loT-led
technology  ensures  better  resource
allocation, reduces inefficiencies, and
promotes sustainable practices. Overall, data
analytics and loT-based solutions are
essential for retailers to stay competitive and
meet the needs of their customers.

3.3.2 Enhancing Customer Experiences:

Al-powered personalization systems
analyze large amounts of consumer data to
provide personalized offers (Kumar et al.,
2019), fostering innovation in retail
practices and promoting environmentally
friendly products. These systems use
chatbots and recommendation systems to
curate information and make it easily
accessible  to  consumers.  Al-driven
consumer insights also enable retailers to
produce and offer environmentally friendly
products, educating consumers towards
sustainable choices and ensuring responsible
consumption decisions.
Accurate personalized offerings makes
product’s utilization effective, improving its
life span (Bjerlo et al., 2021).

loT-enabled devices like smart
shelves and sensing technology like beacons
enable personalized in-store experiences and
promotions, making it easier for consumers
to find sustainable yet suitable products(Tan
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& Sidhu, 2022). Predictive capabilities
analyze  consumer  choices, reducing
downtime and resource waste. This unique
shopping experience enhances sustainability
and provides real-time information on
environmental impact, promoting
responsible consumption choices(Srivastava
& Bag, 2023). It provides an indulging
shopping experience to the consumers
which unique and enhances sustainability
equally. All the required detail concerning
its impact on the environment it available in
real- time which promotes responsible
consumption choices (Sabu & Sreekumar,
2023) (SDG 12). Retailers can also gather
valuable data on foot traffic and customer
preferences, enhancing the shopping
experience. 10T sensors can track product
performance and usage patterns, enabling
businesses to design more sustainable
products. Overall, Al-powered
personalization and loT-enabled devices are
crucial for enhancing customer engagement
and promoting sustainable practices in the
retail industry.

5. Conclusion and managerial implication

Sustainability in retail has been
accelerated by technology, particularly in
the context of Industry 4.0, which has driven
digitalization and increased consumer
dependence on technology. Technology is
present in every aspect of life, including
shopping, and when incorporated with
sustainability assumptions, it can lead to
positive results. Consumers are becoming
more aware of the environment and are
more committed to acting responsibly
towards it. This research focuses on the
involvement of consumers in ensuring
sustainability in retailing through
technology medium, which can significantly
affect their  shopping choices and
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preferences. Likewise, it is expected to have
a transformational influence on the manner
in which a consumer protects the
environment through sustainability (Berawi,
2019).

The paper focuses on the 9th and
12th  Sustainable Development Goals
(SDGs) related to infrastructure, sustainable
industrialization, innovation, and sustainable
production and consumption patterns.
Technology-based innovation in retailing,
particularly the implementation of the
circular economy, justifies these practices.
Innovative practices in retailing provide
more research opportunities for
academicians and researchers (Grewal,
Gauri, Roggeveen, & Sethuraman, 2021).

Retail practitioners can apply the
results of this research in real-world settings
to help market players act environmentally
sensitive  and  ensure  sustainability.
Innovation and sustainability cannot be
limited to in-store technology but can be
built within the entire supply chain of the
retailer. Retailers can drive positive
responses from consumers by providing
opportunities to ensure sustainability and
developing a sense of empowerment within
them. This fosters a sense of belongingness
and loyalty towards the retailer.

6. Conceptual model:

For researcher and practitioners, a
conceptual model is prepared linking 9" and
12" SDG, Retail technology and
Consumer’s Psychographics and
environment sustainability in retail setting.

This study has majorly highlighted
the impact of technology on consumer’s
choice and a collective impact in achieving
environment sustainability.

ISSN 2320-0197 | sk =k

Figl. Environment Sustainability in
Retail Settings

SDG 9t

Technology in
retail set up

Sustainability

1 Environment

Consumer
Psychographics

SDG 12t

Industry 4.0 is making world digital,
consumer’s purchase preference is strongly
influenced by existing technologies.
Sustainable Development Goals (SDGs)
showcase a path to attain environmental
sustainability. Both retailers and consumers
can utilize industry 4.0’s technological
disruption for achieving sustainability. SDG
o and SDG 12" were found to be best
suited in  retail settings. Keeping
sustainability as a prime concern, retail
infrastructure can be equipped with latest
technological breakthroughs to achieve
innovation along with reaping profit and
advantage. SDG’s  and
technology  (utilized  for  achieving
sustainability) collectively forms
consumer’s psychographics in retail set up
that helps in attaining environmental
sustainability. All the elements carry a
profound impact on the psychology of
consumers making them environmentally
conscious. They  ultimately  affect
consumer’s shopping preferences and are
motivated towards making sustainable
choices. The model is conceptual in nature.
A relationship between the different
elements of the study is being established
which can be further investigated in future
studies.

competitive
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Abstract:

Along with the vision of One Nation, One Tax, the implementation of GST was
designed to enhance revenue collection. Objective of this paper is to explore whether indirect
tax revenue has raised for 8 north-eastern states, Sikkim, Arunachal Pradesh, Nagaland,
Manipur, Mizoram, Tripura, Meghalaya, and Assam post GST roll out and to examine tax
effort (efficiency) of these states. The study has used data from GST Network (GSTN)
database for the pre-GST period (FY 2012-13 to 30th June 2017) and post-GST period (1st
July 2017-18 to FY 2023-24). To fulfil the objectives, the study has used the variables like
Indirect tax revenue, its year-on-year growth rate, Indirect tax revenue as a percentage of
GSDP, monthly compliances. The results of the study demonstrate that revenue collection has
increased following the enactment of GST, and tax effort has improved over the period since
the GST rollout. These findings will assist in shaping future policy decisions and enhancing
the tax administration of the states.

Keywords: GST, Gross State Domestic Product (GSDP), Tax effort (efficiency)

Introduction:

On 1st July 2017, Goods and
Services Tax Act ,2017 was rolled out all
over India and India as a country
transformed into ‘One Nation One Tax’. 28
States and 8 Union Territories have been
integrated through one thread of GST. GST
has subsumed various central taxes and
state taxes to avoid cascading effect and
allow seamless flow of ITC at each stage of
transaction in the supply chain from one
corner of country to other. So, GST is not
only comprehensive tax but also allows
smooth and transparent functioning of
supply chain  spread across India.
Apparently, it is observed that enactment of
GST has raised revenue of the country. A
considerable part of indirect taxes is
subsumed in Central GST and State level

GST. In the case of states, their major
source of income is SGST. Minor upheaval
in collection may suffer states’ public
finance and expenditures. Hence, GST
revenue  collection  needs in-depth
assessment for fiscal management of union
and states.

This paper has attempted to explore
whether indirect tax revenue has raised for
8 North-Eastern states, Sikkim, Arunachal
Pradesh, Nagaland, Manipur, Mizoram,
Tripura, Meghalaya, and Assam post GST
roll out and to examine tax effort
(efficiency) of these states.

Given the data available in the
public domain, this paper has calibrated
Indirect tax revenue, its year-on-year
growth rate, indirect tax revenue as a
percentage of GSDP for period from FY
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2012-13 to FY 2023-24 and tax effort
(efficiency) based on compliance for period
from 1ST July 2017-18 to FY 2023-24. For
the period FY 2012-13 to 2017-18 (up to 30
June 2017), state-wise revenue subsumed in
GST is considered to match with the data
post-GST regime (from 1 July 2017 state
GST collection including Integrated GST
settlement). In the next section, a
comprehensive review of literature specific
to state-specific studies in India is
presented. In section 3, data source and
methodology of the study and in section 4,
data analysis and data interpretation are
discussed. In section 5, conclusion is
presented. To my knowledge, there is no
study which review GST revenue and tax
effort (efficiency) of north-eastern states
based on parameters discussed above and
therefore, the present paper fills the gap in
literature.

Literature Review:

Tax collection depends on tax
capacity and tax effort (or efficiency) of a
country or state. Being consumption-based
tax, tax capacity of state in GST depends
on consumption base of a state, scale of
economy and structure of economy. Given
tax capacity, tax collection varies across
states due to differences in tax efficiency
(tax effort).

Estimation of tax efficiency has
always been an area of research in public
finance both from cross-country and within
a country from sub-national perspective.
Methodologies in estimation of tax
efficiency have evolved from income
approach, representative tax system (RTS)
approach, regression approach to stochastic
frontier analysis (SFA). Indicators of tax
base or tax capacity for particular tax or

taxes and tax efficiency (or tax effort) vary
across these approaches. For example, in
income approach national (or subnational)
income is taken as the tax base and the ratio
of tax collection to national (or subnational)
income as the tax effort. Mukherjee (2019)
found that for the period 2001-2002 to
2015-2016, tax (comprehensive VAT)
capacity of states is a function of the scale
of economic activity (measured by GSDP)
and of the structural composition of the
economy.

Though, Gross State Domestic
Product (GSDP) may not be the only
indicator for tax base, ratio of GST to
GSDP and year-on-year growth rate may
indicate whether revenue has increased post
GST period in comparison with pre-GST
period.

Extant literature (Zaki, 1992; Bird
et al., 2008; Botlhole, 2010; Pessino and
Fenochietto, 2013) has attempted to
estimate tax effort and taxable capacity
using different socio-economic factors such
as corruption, voice and accountability.

Finally, Pessino and Fenochietto
(2013) identified per capita GDP, the
composition of the economy, the degree of
openness of an economy, the ratio of public
debt to GDP, the level of education of a
country, and institutional factors such as
corruption and governance.

The existing papers typically
examine the tax capacity of states or
countries by considering various empirical
economic and socio-economic factors.
However, this paper diverges from that
approach by focusing specifically on
reviewing the indirect tax collections
before and after the GST rollout, using
growth rate, the ratio of indirect taxes to

|| STLHHIET | | SIHETI-SIT 209, TE 96, 3 © seokskskkskskkoskskokoskskk  (9¢)



st sk sk sk sk sk sk sosk sk skosk sk skoske sk sk sk sk sk sk sk sk sk sk sk skosk | ISSN 2320-0197 | sk sk

GSDP in the eight North-Eastern states.
This review covers an extensive 11-year
period from 2012-13 to 2023-24, providing
a unique and valuable contribution to the
literature on indirect taxes. This
comprehensive analysis fills a gap in
existing research, offering insights that
have not been previously explored in the
context of the North-Eastern states.

The tax effort of states can be
viewed as a self-help process whereby
efforts are made to mobilize additional
revenues as the economy grows and taxable
capacity expands. Tax effort may be
enhanced by the introduction of new taxes,
changes in the rates and bases of existing
taxes, and improvement in  tax
administration and collection.

Apart from this, tax effort can be
utilised by improving tax compliance,
broadening tax base, and by providing
robust technology platform.

In this paper, tax efficiency will be
calibrated and gauged with respect to tax
compliances, and tax base. After scrutiny of
many research papers, it is observed that
this is gap in literature.

Data Source and Research Methodology:

Data for the present paper were
obtained from website of Goods and
Services Network (GSTN) and website of
Ministry of Statistics and Program
Implementation, Govt. of India. The period
under study is 2012-13 to 2023-24. 8
North-Eastern States are considered for this
study. Those are Sikkim, Arunachal
Pradesh, Nagaland, Manipur, Mizoram,
Tripura, Meghalaya, and Assam.

For each state, the indirect taxes
subsumed under GST for the period from

2012-13 to 2017-18 (up to June 30, 2017)
are considered on a year-wise basis. This
approach allows for a precise comparison
with data from the post-GST regime,
starting from July 1, 2017. Year-wise State
GST (SGST) collections, including
Integrated GST (IGST) settlements, are
considered from July 1, 2017, to 2024.

Study employed following
variables, year wise indirect tax collections
and Year wise GSDP of states. Year-on-
year growth rate of indirect taxes, Indirect
tax revenue as a percentage of GSDP
(Indirect tax collection to GSDP Ratio) is
quantified for all states and compared for
each state with pre-GST period and post
GST enactment period. GST was enacted
on July 1, 2017. GSDP is available for FY
2017-18 and not quarterly (April, May June
2017). Hence first quarter (April, May, and
June) of FY 2017-18 is considered in post
GST roll out period. Comparisons are
explained by bar chart and line graphs.

Tax efficiency has been assessed by
considering compliances such as monthly
return GSTR 3B for period from FY July 1,
2017- 18 to FY 2021-22.  Monthly
percentage of GSTR 3B filed by due date is
averaged out per year for each state. Line
graph is plotted to assess efficiency of
compliances.

Further, number of suppliers who
has issued E-way bills are quantified for
each year. Line graph is plotted to assess
efficiency of compliances.

Number of registrations on closing of 2017-
18 and 2023-24 are compared state wise
and percentage rise at the end of FY 2023-
24 over 2017-18 is measured. This is
explained in bar chart and line graph.
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DATA INTERPRETATION AND ANALYSIS:
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Table-1
Indirect Taxes (Cr.) from FY 2012-13 to FY 2023-24
FY | Sikkim | Arunachal | Nagaland | Manipur | Mizoram | Tripura | Meghalaya | Assam
12-13 | 194.40 * 195.51 263.71 109.10 | 572.88 379.27 4467.12
13-14 | 253.21 * 178.43 386.57 135.56 | 628.20 309.89 4878.21
14-15 | 220.12 * 215.94 432.78 148.90 | 667.90 448.26 5244.91
15-16 | 245.45 256.03 256.10 347.06 188.91 | 788.73 636.17 5985.50
16-17 | 263.50 * 303.67 499.05 210.17 | 842.16 587.21 6970.97
17-18 | 240.70 | 213.00 243.03 396.95 216.42 | 578.80 347.99 5777.18
18-19 | 367.42 558.65 427.86 286.80 | 423.67 | 849.45 701.87 7428.05
19-20 | 471.76 791.98 602.66 638.19 524.41 | 994.38 883.31 8521.45
20-21 | 412.63 840.44 639.51 838.84 525.29 | 982.94 770.76 8038.17
21-22 | 632.05 | 1125.77 823.99 833.34 719.39 | 1222.82 | 1090.33 | 10152.09
22-23 | 825.44 | 1612.15 949.42 1111.69 | 882.49 | 1417.14 1454.13 12277.54
23-24 | 958.38 | 1925.59 1071.13 | 1418.72 | 976.66 | 1604.44 | 1734.18 | 14869.12

*Figures for Arunachal Pradesh are not available for FY 12-13, 13-14, 14-15 and 16-17.

16000.00

14000.00

12000.00

10000.00

8000.00

6000.00

4000.00

2000.00

Figure-1

Indirect Taxes from FY 2012-13 to FY 2023-24
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Table-1 provides a year-wise
breakdown of indirect tax revenues (in
crore) for the eight North-Eastern states
from FY 2012-13 to FY 2023-24. The data
indicates a steady growth in revenue
collections both before and after the
introduction of GST. This trend is further
illustrated in the accompanying bar chart
(Figure-1). Table-2 provides year-wise

| | STHIET || STHETI-STT 203, TE 98, 3T ook sk ok sk ok sk o sk o ok sk ok

Manipur

Mizoram Tripura Meghalaya Assam

15-16 ®16-17 W17-18 MW18-19 W19-20 W20-21 W21-22 W22-23 MW23-24

Indirect Taxes Growth Rate from FY 2013-
14 to FY 2023-24.

However, during the GST
implementation year of FY 2017-18,
Sikkim, Nagaland, Manipur, Tripura,

Meghalaya, and Assam experienced a
decline in revenue collections. In the
subsequent years, FY 2018-19 and FY
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2019-20, all states except Manipur saw a
return to positive growth rates. Manipur
continued to experience negative growth in
FY 2018-19.

The COVID-19 pandemic impacted
revenue collections in FY 2020-21, with
Sikkim, Tripura, Meghalaya, and Assam

ISSN 2320-0197 | sk =k

recording negative growth rates. Despite
these challenges, there was a rebound in the
following years. During FY 2021-22, all
states showed positive growth rates except
for Manipur, which had a slight decrease in
tax collections, with a negative growth rate
of 0.65%.

Table-2
Indirect Taxes Growth Rate from FY 2013-14 to FY 2023-24
FY | Sikkim | Arunachal | Nagaland | Manipur | Mizoram | Tripura | Meghalaya | Assam
13-14 | 30.25 -8.74 46.59 24.26 9.66 -18.29 9.20
14-15 | -13.07 21.02 11.95 9.84 6.32 44.65 7.52
15-16 | 11.51 18.60 -19.81 26.87 18.09 41.92 14.12
16-17 | 7.35 18.57 43.79 11.25 6.77 -7.70 16.46
17-18 | -8.65 -19.97 -20.46 2.97 -31.27 -40.74 -17.13
18-19 | 52.65 162.28 76.05 -27.75 95.76 46.76 101.69 28.58
19-20 | 28.40 41.77 40.85 122.52 23.78 17.06 25.85 14.72
20-21 | -12.53 6.12 6.11 31.44 0.17 -1.15 -12.74 -5.67
21-22 | 53.17 33.95 28.85 -0.65 36.95 24.40 41.46 26.30
22-23 | 30.60 43.20 15.22 33.40 22.67 15.89 33.37 20.94
23-24 | 16.11 19.44 12.82 27.62 10.67 13.22 19.26 21.11
Table-3
(Indirect Taxes/GSDP)*100
FY Sikkim A;Lr:da;::s I Nagaland | Manipur| Mizoram | Tripura |Meghalaya| Assam
12-13 1.58 1.38 1.92 1.30 2.64 2.76 2.85
13-14 1.83 1.07 2.39 1.32 2.45 1.92 2.74
14-15 1.43 1.17 2.39 1.10 2.26 2.47 2.68
15-16 1.36 1.38 1.31 1.78 1.25 2.19 3.26 2.63
16-17 1.27 1.40 2.34 1.22 2.13 2.76 2.74
17-18 0.93 0.95 1.00 1.54 1.12 1.32 1.18 2.04
18-19 1.29 2.21 1.61 1.05 1.93 1.70 2.18 2.40
19-20 1.50 2.64 2.03 2.14 2.10 1.84 2.54 2.46
20-21 1.25 2.75 2.14 2.82 2.20 1.84 2.28 2.37
21-22 1.68 3.24 2.65 2.28 2.59 1.95 2.81 2.47
22-23 1.93 4.07 2.66 1.95 3.41 2.49

Table-3 presents the ratio of indirect tax collections to GSDP for all states from FY 2012-13

to FY 2021-22.
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Table-4
Average of Indirect Taxes to GSDP ratio for Pre-GST and post GST period
oo Arunachal . . . Meghala
FY Sikkim Pl:adesh Nagaland | Manipur | Mizoram | Tripura 3a Assam
2012-13
to 1.49 1.38 1.27 2.16 1.24 2.34 2.63 2.73
2016-17
2017-18
to 1.43 2.64 2.02 1.96 1.99 1.77 2.40 2.37
2022-23
% Rise -4.15 91.44 59.04 -9.18 60.36 -24.40 -8.83 | -13.11

Table-4 compares the average ratios for the
pre-GST and post-GST periods.

For Sikkim, the percentage ratio of
indirect tax collection to GSDP ranged
between 1% and 2% during the pre-GST
period. This ratio dropped to 0.93% in FY
2017-18, the year GST was introduced. It
showed a gradual increase in FY 2018-19
and FY 2019-20. Due to the impact of
COVID-19, the ratio fell to 1.25% in FY
2020-21. However, it rebounded to 1.93%
in FY 2021-22. However, there is marginal
decline by 4.15% in post GST average
ratio.

In the case of Arunachal Pradesh,
revenue data for the pre-GST period is only
available for FY 2015-16, where the ratio
was 1.38%. This figure is used as an
indicator for the pre-GST period. The ratio
decreased to 0.95% in FY 2017-18 but
increased significantly to 2.21% in FY
2018-19 and reached 4.07% in FY 2022-23.

Nagaland and Mizoram had average
pre-GST ratios of 1.27% and 1.24%,
respectively. Post-GST, from FY 2017-18
to FY 2022-23, these ratios increased to
2.02% and 1.99%, respectively. This
represents a percentage increase of 59.04%
for Nagaland and 60.36% for Mizoram.

Conversely, Manipur, Tripura, Meghalaya,
and Assam experienced declines in their
post-GST average ratios, with decreases of
9.18%, 24.40%, 8.83%, and 13.11%,
respectively.

Overall, out of the eight states,
three—Arunachal Pradesh, Nagaland, and
Mizoram—showed significant increases in
their GST to GSDP ratios, each exceeding
50%. In contrast, Sikkim, Manipur,
Tripura, Meghalaya, and Assam
experienced declines in their ratios during
the post-GST period.

GSTR-3B is a monthly return that
must be filed by taxpayers registered under
the Goods and Services Tax (GST) system
in India. Table-5 shows the percentage of
GSTR-3B returns filed by the due date. In
FY 2017-18, the compliance percentage
was below 50% for all states except
Sikkim, which had a compliance rate of
51.39%. Over the years, it appears that the
tax administrations of the respective states
have significantly improved their tax
efficiency, with compliance rates rising
above 60% for all states. Notably, Tripura
has seen a compliance rise exceeding 70%.
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Table-5

Percentage of GSTR-3B filed by due date

Arunach
FY Sikkim al
Pradesh

Meghalay
a

Nagalan | Manipu

q r Assam

Mizoram | Tripura

17-18 | 51.39% | 25.90% | 23.04% | 25.03% | 32.73% | 44.82% | 35.30% 35.55%

18-19 | 52.06% | 32.54% | 35.29% | 34.49% | 42.88% | 56.37% | 50.92% 40.13%

19-20 | 50.37% | 34.16% | 40.79% | 37.09% | 46.02% | 57.22% | 51.12% 42.96%

20-21 | 45.52% | 37.91% | 40.74% | 29.75% | 42.14% | 50.47% | 47.41% 41.14%

21-22 | 53.59% | 48.09% | 52.82% | 40.47% | 53.97% | 61.19% | 52.52% 53.43%

22-23 | 62.89% | 53.06% | 63.87% | 53.93% | 61.34% | 73.23% | 61.94% 65.59%

Figure-2

Percentage of GSTR-3B filed by due date
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Figure-2, a line graph, clearly illustrates that the compliance rate for FY 2022-23
surpasses those of all previous fiscal years.

E-Way bill system is for GST registered person / enrolled transporter for generating
the way bill (a document to be carried by the person in charge of conveyance) electronically
on commencement of movement of goods exceeding the value of Rs. 50,000 in relation to
supply or for reasons other than supply or due to inward supply from an unregistered person.
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Table-6 presents the number of suppliers who filed E-Way bills from FY 2018-19 to
FY 2022-23 for eight North-Eastern states.

Table-6
Number of suppliers who filed E-Way bill
FY Sikkim Ag?:;éhhal Nagaland | Manipur | Mizoram | Tripura | Meghalaya | Assam
18-19 | 15347 22161 22045 16147 13469 39575 31218 357674
19-20 | 21249 33236 30724 29551 20394 58452 44515 499168
20-21 | 19631 31839 28709 28044 20706 | 59131 40495 463496
21-22 | 23770 39464 33578 32883 22990 71305 45223 541102
22-23 | 117885 67909 113447 51586 31689 | 111950 57555 625158
% Rise
;groiir 768.13 | 306.43 | 514.62 | 319.48 | 23527 | 282.88 | 184.36 | 174.78
18-19
Figure-3
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The accompanying
(figure-3) highlights that compliance in FY
2022-23 surpasses all previous fiscal years.
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For Arunachal Pradesh, Manipur,
Mizoram, Tripura, Meghalaya, and Assam,
the number of suppliers filing E-Way bills

significantly
235.27%,

282.88%,

by  306.43%,
184.36%,

and 174.78%, respectively. Sikkim and

Nagaland saw exceptionally high increases
of 768.13% and 514.62%, respectively.

Table-7 calculates the percentage
increase in the number of registrations by
the end of FY 2023-24 compared to the end
of FY 2017-18. Sikkim has experienced the
highest rise, with a 106.52% increase.
Mizoram, Arunachal Pradesh, Meghalaya,
and Tripura have also seen significant
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growth in registrations, each with an
increase of over 50%. Nagaland, Manipur, 50%.
and Assam have recorded notable increases

Table-7

In registrations, ranging between 30% and

% Rise in Registrations from 17-18 to 23-24

Arunachal

FY Sikkim Pradesh Nagaland | Manipur | Mizoram | Tripura | Meghalaya | Assam
17-18 | 5233 9937 6925 9719 4253 20350 19015 167075
23-24 | 10807 16778 10247 13344 7712 30818 29753 224315
R;ie 106.52 |  68.84 47.97 | 3730 | 81.33 | 51.44 56.47 34.26
Figure-4
% Rise in Registrations from 17-18to 23-24
250000 5y 120.00
200000 16000
81.33
68.84 80.00
150000
56.47
47.97 144 60.00
100000 37.30
40.00
50000 50,00
Sikkim  Arunachal Nagaland Manipur  Mizoram  Tripura Meghalaya  Assam

Pradesh

I 17-18 ) 3-24

This data is illustrated in Figure-4,
which includes both a bar chart and a line
graph to visualize the changes.

Conclusion:

In conclusion, the analysis of indirect tax
data for the eight North-Eastern states from
FY 2012-13 to FY 2023-24 shows
significant trends and patterns:

1. Revenue Growth and GST Impact:
Revenue collections have generally
increased over the period, despite initial
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declines in FY 2017-18 when GST was
introduced. Most states rebounded with
positive growth in subsequent years, though
the COVID-19 pandemic caused temporary
setbacks in FY 2020-21.

2. GSDP Ratios: The ratio of indirect tax
collections to GSDP has varied, with
significant increases observed in states like
Arunachal  Pradesh, Nagaland, and
Mizoram post-GST. However, some states
such as Sikkim, Manipur, Tripura,
Meghalaya, and Assam saw decreases in
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this ratio. It is important to note that GSDP,
being a macroeconomic variable, depends
heavily on the economic scale and structure
of each state. States with larger economies
or more robust economic activities tend to
generate higher GSDP, which can influence
the ratio of tax collections.

3. Compliance Improvements: GSTR-3B
filing compliance has improved across all
states, with rates rising above 60% by FY
2022-23, and Tripura exceeding 70%. This
improvement  suggests enhanced tax
administration efficiency.

4. E-Way Bill Filings: There has been a
substantial increase in the number of
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Abstract:

In the awakening of the digital revolution, governments worldwide have increasingly
leveraged digital technologies to enhance service delivery through e-governance initiatives.
This research endeavors to delve into the multifaceted implications of digital transformation
on the adoption of e-governance services. By employing a comprehensive analysis framework
encompassing technological and socio-economic dimensions, this study aims to detect the
influencing factors on the adoption of e-governance services amidst digital transformation,
such as effort expectancy, facilitating conditions, performance expectancy, social influence,
and trust. Drawing upon a blend of quantitative methodology using a structured survey
instrument, data from 80 samples were collected from citizens across the Goa, India to
analyze the relationship between these factors and the adoption of e-governance services.
Statistical techniques SPSS and PLS-SEM using smart PLS were employed to analyze the
data. This study offers intuitions for policymakers, practitioners, and stakeholders to
navigate the complexities of e-governance adoption in an increasingly digitalized world.

Keywords: Adoption, Digital Transformation, Digital Revolution, E-Governance Services,
and Technology.

Introduction: governments, governance structures, and
public administrations. Prefacing with an
"e-" has become the customary approach to
encapsulate such transformations
encompassing digitization (Dunleavy, P.
2005). E-governance is the prevailing term
for denoting this digital transformation. The
driving forces behind the development of e-
governance encompass both pulling and
pushing factors. (Moon, Welch, & Wong,

The digital Revolution undeniably
influences industrial, economic, and
governance paradigms. The digitalization
of governance in the digital age reshapes
the dynamics between government and
citizens. E-governance emerges as the
prevailing term to encapsulate this digital
transformation. Information and
Communication Technologies (ICT) lies at

. : . 2005).
the nucleus of this transformative shift )
across all societal sectors; gradual In this context, e-governance
adaptation  occurs, including  within emerges as a comprehensive concept that
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summarizes the relationship among
citizens, government, and public and
private actors, notably within digitalization
and novelty in the public sector (Rahman et
al.; A. E., 2016). Digital transformation in
e-governance has a specific impact on
factors influencing citizens' adoption of
services. The digital revolution has
meaningfully changed how governments
interact with citizens and deliver public
services. [E-governance initiatives have
emerged to leverage digital technologies to
enhance governance processes. However,
the successful adoption of e-governance

ISSN 2320-0197 | sk =k

services depends on various factors,
including citizens' perceptions of Effort
Expectancy, Facilitating ~ Conditions,
Performance Expectancy, Social Influence,
and Trust. This paper aims to quantitatively
assess the impact of these determinants on
adopting e-governance services amidst the
digital transformation.

Literature Review

Earlier studies on e-governance adoption
have mainly used models and adoption
theories, as illustrated in Table 1.

Table 1
il:)' Model/Theory Factors used Sources
1 Technology Acceptance zs;csze\:igiszze of use Davis et al. (1989), Devis
' Model (TAM) (1989).
usefulness,
Image Perceived Venkatesh and Davis
Extended Technology usefulness Perceived (2000), Moore and Benbasat
ease of use Job (1991), Rogers (1995),
2. Acceptance Model . .
(TAM2) relevance Result Davis et al. (1989), Devis
demonstrability (1989), Fishbein and Ajzen
Subjective norm (1975).
Subjective Norm, . . .
Theory of Planned . . Fishbein and Ajzen (1975)
3. Behavior (TPB) Attitude, Perceived Aizen (1991)
behavioral control J
4 Diffusion of Innovation S dovrzsﬁgézlllé%rr?pelf;?[/; Moore and Benbasat
(DOI) Trialability. (1991),Rogers (1995)
Theory of Reasoned Attitude, Subjective . . .
5. Action (TRA) NI Fishbein and Ajzen (1975)
Effort Expectancy,
Unified Theory of Facilitating Conditions, Venkatesh et al, (2003)
6. Acceptance and Use of | Performance Venkatesh et al. (2003)
Technology (UTAUT) | Expectancy, ' '
Social Influence.
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From the existing literature, all the models
[theories have been used to examine the e-
governance adoption. Moreover, only a few
studies, such as (Carter & Schaupp, 2009;
Yeow & Loo, 2009; Schaupp et al., 2010),
have validated the UTAUT model in the e-
governance area. Though earlier studies
have used specific constructs, the proposed
model was formulated by selecting the
most suitable measures from the UTAUT
measures  originally  introduced by
Venkatesh et al. in 2003. These have been
utilized in prior research and were adapted
to incorporate trust as a variable in the
current study.

Hypothesis Formulation
Effort Expectancy-Adoption

Effort Expectancy (EE) is the simplicity of
using a system (Davis et al., 1989). It is an
individual’s comfort level in adopting
technology, and the perceived ease of use
of e-governance platforms has been found
to influence adoption behavior (Venkatesh
et al.,2003). This concept encompasses
user-friendliness and complexity
(Venkatesh et al., 2012). Thus, the
hypothesis is proposed as:

H1: Effort Expectancy has a significant
effect on the adoption of e-governance
services.

Facilitating Conditions-Adoption

Facilitating Conditions (FC) is the degree
to which an individual perceives the
availability of technical and organizational
infrastructure to support the utilization of a

system  (Venkatesh et al, 2003).
Additionally, the association between
facilitating conditions and behavioral

intention in e-governance adoption studies
has been examined across a number of

studies (e.g., Carter et al., 2012; Schaupp et
al., 2010), revealing a significant influence
on an individual's intention to engage with
a system. Thus, the hypothesis is proposed
as:

H2: Facilitating Conditions has a
significant effect on the adoption of e-
governance services.

Performance Expectancy-Adoption

Performance expectancy (PE) is the degree
to which an individual believes that using
the system will assist in accomplishing
improvements  in  job  performance
(Venkatesh et al., 2003). It is an
individual's perception of how much a
system would enhance work efficiency
(Venkatesh et al., 2012). Several studies
have shown that performance expectancy
significantly  influences  adopting e-
governance services (Lallmahomed et al.,
2017). Hence, the hypothesis proposed is:

H3: Performance Expectancy has a
significant effect on the adoption of e-
governance services.

Social Influence-Adoption

Social influence (SI) is the degree to which
an individual perceives that he or she
should use a system (Venkatesh et al.,
2003). It encompassing the outcome of
peers, family, and community on adoption
behavior, has been acknowledged as a key
determinant (Venkatesh et al., 2003). Chiu
et al. 2012 identified that it was a
significant element of users' attitudes across
varied levels of internet experience and
different age groups. Thus, the hypothesis
proposed is:

H4: Social Influence has significant effect
on the adoption of e-governance services.
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Trust-Adoption

Trust, representing citizens' confidence in
the reliability and security of e-governance
systems which plays a crucial part in
shaping adoption decisions (Rana et al.,
2019). Thus, the hypothesis proposed is:

H5: Trust has a significant effect on the
adoption of e-governance services

Research Methodology

The study used a quantitative research
design, utilizing a structured questionnaire
comprised of six constructs with 36 items,
as indicated in Table 2. As stated, the
measurements for the constructs were
adapted from scales that have already
validated and then modified for present
study. A 7-point Likert scale is used to
capture respondents' perceptions towards
each factor, with 1 denoting ‘strongly
disagree’ and 7 denoting ‘strongly agree.’

The study focuses on items to measure
Effort Expectancy, Facilitating Conditions,
Performance Expectancy, Social Influence,
Trust, and the adoption of e-governance
services. Data were collected from 80
participants across the Goa, India. The data
are analyzed using statistical techniques
such as SPSS.26 and SEM-PLS using smart
PLS.4 to assess the relationship between
these factors and e-governance adoption.

Proposed Research Model

The study employs the research
methodology recommended by Y.K
Dwivedi et al. 2017 to examine and
validate the association between dependent
and independent variables. Figure 1
presents the proposed associations between
the constructs of the model.

Figure 1 Proposed Research Model

Performance Expectancy |

Effort Expectancy

Social Influence

Facilitating Condition

Trust

Adoption
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Table 2 Measurement Items

2. The government takes complete responsibility

Constructs | Code Items Source
PE 1 1. E-governance services allows me to accomplish
tasks more quickly.
PE2 | 2.E-governance services help me to avoid existing | Venkatesh, Thong, &
bureaucracy. Xu. (2012).
PE3 3.E_-gove_rnance_ service_s provi_de better citizen’ Rana, N.P., Dwivedi,
satisfaction by integrating various government Y.K., Williams, M.D.
Performance agencies’ systems. and Weerakkody, V.
Expectancy| PE4 4.Using e-governance services increases my (2016),
(PE) efficiency towards job.
PES 5.1 find e-governance services useful in daily life.
EE1 1.My interaction with e-governance services is
clear and understandable.
EE2 2. | find e-governance services are easy to use.
EE3 | 3. It became skilful at using e-governance services | Venkatesh, Thong, &
Effort EE4 | 4.Learning to operate e-governance services is easy Xu. (2012).
Expectancy for me.
(EE) EE5 5. It reduces effort, cost, and time for availing
services.
FC1 1. E-governance website is efficient for availing e-
governance Services.
FC2 2. Instruction manuals on how to use e-governance
website and its services are available.
Fc3 | 3.Government departments promotes the use of e- | Venkatesh, Thong, &
governance services among the public. Xu. (2012).
Fac'“ta.tmg FC4 4.1t reduces the need for personal visits.
Conditions N
(FC) FCs 5.The faC|I|tat|_ng c_enters such as banks, _
government organizations and common service
centers are useful availing e-gov. service
SI1 1.Individuals who are vital to me think I should use
e-governance Services.
2.Individuals started using e-governance service
SI2 website for availing most of the e-governance
services.
SI3 3.Individuals whose opinions | value would prefer | Venkatesh, Thong, &
me to Use e-governance Services. Xu. (2012).
Social sja | 4. Individuals who I value in my society influence
Influence me to USe e-governance services.
(S1) SI5 5. Suggestions from other people influence me to
use e-governance Services.
SI6 6. Individuals who influence me think that I should
use e-governance Services.
T1 1. The website is more trustworthy than physical
government offices in providing services.
T2

Collier and Bienstock
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for any insecurity during interaction/transaction at | (2006), Kim (2010),
the website. Shareef et al.
3. The legal and technological policies of the site | (2009),Shareef et al.
Trust(T) T3 | adequately protect me from problems I faced while (2011)
availing the services
T4 4. The Government can be reliable in carrying out
online transactions faithfully.
T5 5. I trust our government to keep my best interests
in mind.
T6 6. Own data provided for confirmation is used
only for its purposes.
] 1. I would use the e-governance service website for
Adoption [ AD1 | any information related to e-governance services in
future.
AD?2 2. 1 would use the e-governance service website to | VVenkatesh, Thong, &
avail all the e-governance services. Xu. (2012). Sharma,
AD3 3. | would use the e-governance service website to S. K. (2015).
interact with the government officials.
AD4 4. 1 would use the e-governance service website to
register my complaints/grievances.
Table 3. Demographic Profile
Sr. | Demographic Variables Frequency | Percentage | Cumulative
No. Percentage
1 Location Municipal 49 61.3 61.3
Panchayat 31 38.8 100.0
Total 80 100.0
2 Age 15-30 years 15 18.8 18.8
31-45 years 27 33.8 52.5
46-60 years 33 41.3 93.8
Above 61 years 5 6.3 100.0
Total 80 100.0
3 Gender Male 36 45 45
Female 44 55 100
Other Nil - -
Total 80 100
4 Educational Upto Higher Secondary 5 6.3 21.3
Quialification
Graduate 32 40 50.0
Post Graduate 21 26.3 725
Professional 22 27.5 100.0
Total 80 100
5. | Annual Family | Upto Rs 500,000 8 10 10
Income
Rs.500,001 - 10,00,000 19 23.8 33.8
Rs.10,00,001- 15,00,000 32 40 73.8
Above Rs.15,00,000 21 26.3 100.0
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Table 3 reveals an analysis of the
demographic profile, indicating location
distribution, with 61.3% in municipal area
and 38.8% in panchayat. with respect to
gender distribution, 45% of the respondents
are male as against this 55% were female.
Additionally, most respondents fell within
the age group of 41-60 years. Having
41.3%. in terms of  educational
qualification, professional constituted the
largest group (27.5%), followed by post
graduate (26.3%). In the case of annual
family income, the respondents rate ranges
from bracket up to Rs. 500,000 (10%) to
Rs. 10,00,001 to 15,00,000 (40%).

Data Analysis and Results

Using SPSS 26.0, data analysis was
performed, and the data were successfully
validated for normality where the values of
skewness and kurtosis were found within
limits, and hence the dataset was
established to be normally distributed.
Furthermore, data were imported in SEM
smart PLS.4 for validation of common

method bias(CMB) and multicollinearity.
The dataset explained 26.07% of the
variance using Herman’s single-factor test
for measuring common method bias. Since
the value is below 50%, the dataset was
confirmed to be absence of CMB. The
constructs' variance inflation factor(VIF)
was between 1 and 3, indicating that the
data lacks multicollinearity (Hair et al.,
2019).

Internal Consistency Reliability

Table 4 indicates the internal consistency
reliability of factors included in the
measurement scale, which is examined with
the support of Cronbach alpha. The
recommended value of the Cronbach alpha
for all the selected factors in the scale
should be greater than 0.7 (Hair et al 2019).

Table 4 Internal Consistency Reliability

Constructs Cronbach’s Alpha
Adoption 0.894
Effort Expectancy 0.903
Facilitating 0.892
Conditions
Performance 0.871
Expectancy
Social Influence 0.913
Trust 0.879

The internal consistency reliability is
estimated factor wise and indicates the
correlation among the items measuring the
factor. The Cronbach alpha of the included
factors in the scale are reported in the
table:4. It is concluded that the responses
received against the factors influencing the
e-Governance services included in the
measurement scale satisfied the criteria of
internal consistency reliability.

Measurement Model
The measurement model examines two
distinct forms of construct validation,
namely convergent validity and
discriminant validity.

The convergent validity is tested using the
three criteria namely construct loadings,
composite reliability and average variance
extracted (AVE) estimates. The convergent
validity is said to be satisfied if the
construct loadings of the items and
composite reliability should be greater than
0.7 and AVE should be 0.5 (Hair et al
2019). The measurement scale analysed the
results depicted in table 5, which shows
that the factor loadings, and the composite
reliability values are more than 0.70 and the
AVE values are within the threshold limit
of 0.50.
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TABLE 5 CONVERGENT VALIDITY

Average
Constructs Items Fact_or C_)on_n?osite Variance
Loadings |Reliability (CR)| Extracted
(AVE)
AD 1 0.866
Adoption AD 2 0.887 0.894 0.679
(AD) AD 3 0.909
AD 4 0.839
EE1 0.795
EE2 0.930
Effort (Eé(g)ectancy EE3 0935 0.902 0.651
EE4 0.927
EES 0.765
FC1 0.877
FC2 0.839
Facilitating FC 3 0.826 0.89 0.621
Conditions(FC)
FC4 0.721
FC5 0.506
PE1 0.629
PE2 0.913
E)E’;g?arrr:wcin(csa PE3 0941 0.873 0.583
PE4 0.92
PE5 0.926
Sl 0.699
SI2 0.839
Social Influence (SI) 313 0.79 0.911 0.633
Sl4 0.825
SI5 0.813
SI6 0.651
T1 0.647
T2 0.771
T3 0.82 0.884 0.57
Trust (1) T4 0.852
T5 0.848
T6 0.870

The discriminant validity is examined with
the help of two different criteria, namely
Heterotrait- Monotrait (HTMT) ratio and

Fornell Larcker criteria. The HTMT ratio is
estimated for each pair of factors and
indicates the ratio of the correlation
between items of different constructs to the
correlation between the items of the same
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constructs. The HTMT ratio for each pair
of constructs is likely to be less than 0.85
(Kline,2011) or it can vary up to 0.90 (Gold
et al., 2001). As shown in table 5, in order
to ensure the discriminant validity, the
recorded values lie within the provided
threshold of 0.85. Meanwhile, the Fornell
larker criteria compare the AVE square root
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of each factor included in the scale to its
correlation with remaining constructs. It is
expected that the square root of the AVE of
each factor must be bigger than its
correlation with the remaining factors in the
measurement model. Table 6 indicates that

the AVE square root values are more
significant when reading diagonally than
the  correlation of the constructs.
Consequently, the requirements of the
measurement model have been satisfied
(Fornell & Larcker, 1981).

Table 6 Discriminant Validity: Heterotrait- Monotrait (HTMT) Ratio

. Effort Facilitating | Performance Social
Adoption . .
expectancy condition | expectancy influence
Effort 0.633
expectancy
Fac”.'t?tmg 0.586 0.416
condition
Performance |, ¢og 0.562 0.603
expectancy
Social 0.664 0.424 0.344 0.586
influence
Trust 0.653 0.449 0.291 0.573 0.752

Table 7 Discriminant Validity: Fornell Larcker Criterion

Effort Facilitating | Performance | Social
Adoption | expectancy | condition expectancy | influence | Trust
Adoption 0.824
Effort
Expectancy | 0.638 0.807
facilitating
Conditions | 0.591 0.418 0.788
Performance
Expectancy | 0.697 0.56 0.605 0.761
Social
Influence 0.669 0.801 0.345 0.585 0.796
Trust 0.651 0.456 0.285 0.751 0.751 0.755

Structural Model

The structural model involves analysing the
coefficient of determination (R?) and path
coefficient results of structural model
which is considered to the most significant

criteria for the model’s validation. The R?
is the total variance that which the change
in the dependent variable brought on by the
independent variable. In the present study
the R? percentage is 77 percent.
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Table 8 Hypotheses Testing
Path Standard
Coefficient deviation | T statistics | P values | 2.5% | 97.5%
(STDEV)
Effort Expectancy -> | ) 344 0109 | 3.094 0.002 | 0.116 | 0.546
Adoption
Facilitating conditions | ) oz 0.105 2.400 0.016 | 0.043 |0.456
-> Adoption
Performance
expectancy -> | 0.061 0.1 0.606 0.544 -0.144 | 0.252
Adoption
Social influence > | ;a9 0.1 0.894 0372 | -0.113 | 0.279
Adoption
Trust -> Adoption 0.239 0.107 2.242 0.025 0.02 0.44
Results

The findings of the SEM analysis supported
the hypothesis that H1:Effort Expectancy
significantly influences the Adoption of e-

services”
stats=3.094),
Conditions

governance
coefficient=0.339, t
Facilitating

(path

H2

significantly

influences the Adoption of e-governance

services”
stats=2.400),

(path

H5: Trust
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coefficient=0.253,
significantly

t

influences the Adoption of e-governance
services”  (path  coefficient=0.239, t
stats=2.242), The path  coefficient
indicating the impact of effort expectancy
on the adoption of e-governance services is
found positive and statistically significant,
thereby indicating the significant positive
influence of effort expectancy on adoption
of e-governance services. Whereas, Ha3:
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Performance Expectancy has no significant
impact on the Adoption of e-governance
services  (path  coefficient=0.061, t
stats=0.606) as well as H4: Social Influence
has no significant impact on the Adoption
of e-governance services (path
coefficient=0.061, t stats=0.606).

Discussion

Preliminary analysis (Measurement model)
reveals significant correlations between
Effort Expectancy, Facilitating Conditions,
Performance Expectancy, Social Influence,
and Trust, with the adoption of e-
governance services. Regression analysis
(Structural model) demonstrates that these
determinants collectively explain the
proportion of the variance in e-governance
adoption. Specifically, Effort Expectancy,
Facilitating Conditions and Trust emerge as
the most influential factors, whereas,
Performance Expectancy and Social
Influence does not have significant impact
on adoption of e-governance services.
These findings underscore the importance
of addressing these determinants to
promote the adoption of e-governance
services. By improving Effort Expectancy,
Performance Expectancy, Trust, Social
Influence, and Facilitating Conditions,
governments can foster the adoption of e-
governance services and realize the
transformative potential of the digital
revolution in governance.

Conclusion

This study quantitatively assesses the
impact of Effort Expectancy, Facilitating
Conditions,  Performance  Expectancy,
Social Influence and Trust on the adoption
of e-governance services amidst the digital
transformation. By  elucidating  the
relationship between these factors and e-
governance adoption, this  research

contributes to the factors shaping citizen
engagement  with digital governance
platforms. The outcomes provide valuable
visions for policymakers and practitioners
to inform evidence-based strategies for
promoting e-governance adoption and
enhancing governance outcomes in the
digital age.
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Abstract:

Crime rates can rise for a number of causes. A portion of the population turns to
illegal activities in order to support themselves when there is extreme inequality in the
distribution of wealth and income, as well as unequal access to educational opportunities.
The emergence and surge of economic crime in various Indian states could be explained by a
number of macroeconomic variables, including per capita net state domestic product (which
measures the states' economic health), the percentage of the population living below the
poverty line (which measures the extent of poverty), the unemployment rate, and estimates of
monthly per capita expenditure from the Lorenz ratio (which measures the degree of
inequality). This research attempts to identify the elements that genuinely contribute to the
incidence of economic crime in various Indian states throughout a range of time periods by
conducting an empirical examination of these determinants. Findings suggest that the
population living below the poverty line has a negative impact on the per capita incidence of
economic crime in India, whereas the per capita net state domestic product has a large
positive impact.

Keywords: Economic crime, Poverty, Unemployment, Inequality.

Introduction:

There is a strong link, according to
a number of social scientists and
economists, between the prevalence of
crime and unemployment and poverty. It
has frequently been observed that many
people are compelled to look for work in
the shadowy and illegal industries after
failing to find employment and/or as a
result of poor income levels.

An offense is defined as a criminal
conduct or offense that is punishable by
law and about which a police or magistrate
complaint may be filed. Financial crime, or
economic crime, is the term used to

describe unlawful activities carried out by
an individual or group of individuals with
the intention of gaining a financial or
professional benefit. Gaining money is the
main motivation behind these kinds of
crimes. Economic crime is seen to do
significant harm to society. This is due to
the fact that it not only has an impact on
democratic institutions but also jeopardizes
state treasure by reducing funding for the
execution of public initiatives. Even when
economic crime might not be violent in and
of itself, it might have violent
consequences.
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Literature Review

The body of research on the
relationship between crime and economic
consequences is extensive. (Ehrlich, 1973:
521-565) looked at the relationship
between crime and defense (collective law
enforcement) and found that there was a
direct link between income disparity and
property crimes.

(Mauro, 1995: 681-712) discovered
that political instability, bureaucracy,
ineffective courts, and corruption hindered
investment and growth.

(Goel and Nelson, 1998: 107-120)
used both supply-side and demand-side
incentives to study how the size of the
government  affects public  official
corruption. They have attempted to identify
the kinds of government operations that
might serve to discourage the misuse of
public office, and they have calculated the
correlation between the prevalence of
corruption and the size of the federal
government overall.

(Machin and Meghir, 2004: 958-
979) examined how these financial
incentives affect crime rates, concentrating
on how wages at the bottom of the wage
distribution fluctuate. Using data on police
forces in England and Wales from 1975 to
1996, the authors discovered that a
(relative) decline in low-wage workers'
earnings correlates with an increase in
crime rates. Empirical findings
demonstrated a robust correlation between
the low-wage labour sector and the crime
rate.

The hypothesis examined in this
paper — that is, that the implementation of
an anti-money laundering policy deters
potential criminals from engaging in illicit
behaviour and so lowers the crime rate —
was empirically explored by (Ferwerda,
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2009: 903-929). International collaboration
was the most significant policy action taken
for lowering crime; other measures
included the institutional framework, the
function of legislation, and the private
sector's law enforcement responsibilities.

(Liu and Lin, 2012: 163-186)
examined the function of government
auditing in reducing corruption using panel
data from Chinese provinces between 1999
and 2008 and found a negative correlation
between the post-audit rectification effort
and the province's degree of corruption.

The research that we have
previously evaluated primarily addressed
the concerns surrounding the economic
repercussions of corruption generally, and
there is a great deal of room to investigate
related issues in this field. There were none
that we could find in the literature on
economic crimes. By examining the factors
that contribute to economic crime in
general in India, this study closes this gap
in the literature.

Data and Methodology

Data from India’s National Crime
Records Bureau (NCRB) is used in this
study to examine various economic crimes
committed by Indian states. The Reserve
Bank of India's Handbook of Statistics on
Indian States provides information on
macroeconomic factors such as per capita
net state domestic product, the percentage
of the population living in poverty, and the
unemployment rate. The Databook
Planning Commission (2014) provides
information on monthly per capita
expenditure estimates based on the Lorenz
ratio.

Here, we have tried to empirically
examine the impact of ‘per capita net state
domestic product at constant prices (in
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rupees)’, ‘population below poverty line (in
%)’ based on Mixed Reference Period
consumption, ‘rate of unemployment (per
1000)’ based on Usual Status and ‘Lorenz
ratio estimates of monthly per capita
expenditure’ based on Mixed Reference
Period on incidence of crime in case of
‘economic crime’.

Due to paucity of data, period of our
panel study is discrete, viz. 2004, 2009 and
2011. We have used annual data of 28
Indian states — Andhra Pradesh, Arunachal
Pradesh, Assam, Bihar, Chhattisgarh, Goa,
Gujarat, Haryana, Himachal Pradesh,
Jammu & Kashmir, Jharkhand, Karnataka,
Kerala, Madhya Pradesh, Maharashtra,
Manipur, Meghalaya, Mizoram, Nagaland,
Odisha, Punjab, Rajasthan, Sikkim, Tamil
Nadu, Tripura, Uttar Pradesh, Uttarakhand
and West Bengal, thereby amounting to 84
number of observations for these three
points of time.

e Economic Crime

The variables that we have used in this
section are described below:
ecocrime_pc — per capita incidence of

economic crime

nsdp_pc — per capita net state domestic
product at constant prices (in rupees)

pov — population below poverty line (in
%)

unemp — rate of unemployment (per 1000)
lorenz — Lorenz ratio estimates of monthly

per capita expenditure

Descriptive  statistics are  first
obtained for each and every variable. The
characteristics of the variables being
studied are Dbriefly summarized via
descriptive statistics. They are employed to

provide manageable quantitative
descriptions. It would be difficult to
understand what the data is revealing if we
only presented our raw data, which is why
descriptive statistics are crucial.

Panel regression is then performed.
Enough observations are provided by panel
data, which leads to increased sample

variability, decreased collinearity,
increased degrees of freedom, and more
precise  model parameter inference.

Compared to a single cross-section or time
series data, these models are more effective
at capturing the complexity of human
behaviour.

Models using panel data are more
adept at capturing the heterogeneity present
in every single unit. The panel data
structure implies that the cross-sectional
units  — individuals, businesses,
governments, or nations — are diverse.
When these heterogeneous effects are
present in empirical modeling, disregarding
them produces biased and ineffective
conclusions.

Cross-sectional models are not
suitable for capturing behavioural dynamics
since they are limited to determining the
behaviour pattern at a specific time.
Comparing changes in the behaviour of
various economic agents is also impossible
using time series data, which restricts itself
to a single unit and offers information over
a period of time. However, it becomes
reasonably simple to assess the changes in
the behavioural pattern using the data
because panel data sets provide time series
on each cross-sectional unit in a group.

In order to denote both individuals
and time observations, panel data often

refers to groups with the subscript i and
time as the subscriptt. For example, a

|| STLHHET | | IHATSTT 209, TE 96, 3 § seoksposkkskskkokskkskkx (309



st sk sk sk sk sk sk sosk sk skosk sk skoske sk sk sk sk sk sk sk sk sk sk sk skosk | ISSN 2320-0197 | sk sk

panel data observation y;; is observed for
all individuals i = 1, 2, ....... , N across
all time periods t = 1, 2, ...... , T.

Let us consider a simple linear
model:

Yie =@+ Bxi+ €,

The representation above is a homogenous
model:

e The constant, @@, is the same across
groups and time.

Yie = Po + PrXis + Ui
Ujp = Wi+ €j¢

Yie = Bo+ W + P1Xie + €5

The one-way random effect panel
data model includes unobservable time-
specific or individual-specific
effects, which act like individual-specific
stochastic error terms. It assumes that these
effects are uncorrelated with the observed

characteristics, X;r. It does not result in

biased OLS estimates of coefficients but
does lead to inefficient parameters and
incorrect standard inference tools.

Yie = Bo + Prxi + uy;
Ujp = Wi+ €j¢
Yie = Bo+ W + P1Xie + €5

The distinguishing feature of the
random effect model is that tt; does not

have a true value but rather follows a
random distribution with parameters that
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« The coefficient, f, is constant across

groups and time.
« Any differences across groups enter the

model only through the error term, €;;.

The one-way fixed effect panel data
model includes unobservable time-specific
or individual-specific effects. These effects
capture omitted variables. It assumes that
individual-specific effects are correlated

with the observed characteristics, X;;.

Pooled Ordinary Least Squares (OLS)
estimates for data generated by this process
will be inconsistent.

we want to estimate. The random effect
term, i; is uncorrelated with x;+ and
pooled OLS estimates of the model
parameters will not be biased. It affects the
covariance  structure of the error
component, implying that typical inference
tools, such as the t-statistic, will not yield
accurate results and pooled OLS estimates
of the model parameters will be wasteful.
Feasible Generalized Least Squares (FGLS)
should be used to estimate the random
effect model. The error structure — one
that takes into consideration the error terms
unique to each individual — can be added
to the model by using FGLS.

Ultimately, following the execution
of the panel data models with fixed effect
and random effect, we turn our focus to the
Hausman test to select the better model
between the two. One way to refer to the
Hausman test is as a  model
misspecification test. The Hausman test can
assist us in selecting between the fixed
effect model and the random effect model
in panel data analysis. Random effect is the
favoured model, according to the null
hypothesis. The idea that the model is fixed
effect is the alternative hypothesis.
Essentially, the tests try to see if there is a
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correlation between the unique errors and
the regressors in the model. The null
hypothesis is that there is no correlation
between the two.

Descriptive Statistics:

Table 1: Descriptive Statistics

Variable Mean gg?:;‘;i
ecocrime_pc | 0.0000715 | 0.0000446
nsdp_pc 46028.48 36058.93
pov 25.71095 12.80943
unemp 80.52381 75.53767
lorenz 0.3111155 | 0.0584561

The results of the descriptive
statistics  for the variables  under
investigation are summarized in Table 1.
One way to quantify variability is via the
standard deviation. It is a measurement of
the variation in values within a set of data.

During the sampling period, the
average per capita incidence of economic
crime (ecocrime_pc) in 28 Indian states is
0.0000715. In this case, the standard
deviation is 0.0000446. During the
sampling period, the average per capita net
state domestic product at constant prices
(nsdp_pc) for 28 Indian states is Rs.
46028.48, with a standard deviation of Rs.
36058.93. The states' economic situation is
indicated by this variable.

Over the course of the sample
period, the average percentage of people
living below the poverty line (pov) in 28
Indian states is 25.71995%. Comparably,
during the sampling period, the average
percentage of people living over the
poverty line in 28 Indian states is 74.28905
%. In this case, the standard deviation is
12.80943%. This variable shows the level
of poverty among state residents. During
the sampling period, the average rate of
unemployment (unemp) for the states under
consideration is 80.52381 per 1000. In this
case, the standard deviation is 75.53767 per
1000.  This  variable  shows the
unemployment rate in each state for
members of the labour force.

Over the course of the sample
period, the average Lorenz ratio estimates
of monthly per capita expenditure (lorenz)
across 28 Indian states is 0.3111155. In this
case, the standard deviation is 0.0584561.
The degree of inequality between the
Indian states is shown by this variable.

Results and Discussion

Once the nature of the variables of
interest has been established, we attempt to
estimate the model that focuses on
economic crime, which is notationally
represented as follows:

ecocrime_pc; = To + @; + TnNSAP_pcis + T2P0V; + Taunemp;; + t4lorenz; + wy,

To, T1, To,
estimated

T3, T4: parameters to be

;s random white-noise error term, which is
stochastic in nature

¢, + unobserved heterogeneous factor

ecocrime_pc;;: per capita incidence of
gconomic crime

nsdp_pc;s: per capita net state domestic
product at constant prices (in rupees)

pPov;:: population below poverty line (in %)
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unemp;; : rate of unemployment (per 1000)

lorenz;;: Lorenz ratio estimates of monthly
per capita expenditure

We can obtain a sense of how these
parameters impact the dependent variable
(ecocrime_pc;;) by estimating the
model mentioned above. We have first used
a fixed effect panel model for this.
Following is the regression outcome that
the fixed effect model yielded:

Table 2: Regression Result of Fixed
Effect Model for ‘ecocrime pc’

t- p-

ecocrime_pc | coefficient .
statistic | value

nsdp_pc 2.45e-10 2.82 | 0.007

Pov -6.93e-07 | -1.92 | 0.061

Unemp -8.16e-09 | -0.14 | 0.885
Lorenz 0.0000767 | 0.92 |0.363
Constant | 0.0000548 | 1.99 | 0.052

Here, the dependent variable is
‘ecocrime_pc’ and the
variables are ‘nsdp_pc’, ‘pov’, ‘unemp’
and ‘lorenz’. We want to estimate the
impact of ‘per capita net state domestic
product at constant prices’, ‘population
below poverty line’, ‘rate of
unemployment’ and ‘Lorenz ratio estimates
of monthly per capita expenditure’ on ‘per
capita incidence of economic crime’ in
Indian states. Our null hypotheses are:

independent

Tp=0, 1,=0, 7, =0,
73=0, 74 =0;

against the alternatives:
To0#0, 1, #0, 7 #0,

T3 70, 74 # 0.

It is evident from the results (Table
2) that the probability value for "nsdp_pc"
iIs less than 0.1 at the 10% level of
significance, less than 0.05 at the 5% level
of significance, and even less than 0.01 at
the 1% level of significance. This suggests
that the variable is statistically significant at
all significance levels (1%, 5%, and 10%),
leading to the acceptance of the alternative
hypothesis and the rejection of the null
hypothesis. Now that we are aware of the
substantial correlation between "nsdp_pc"
and "ecocrime_pc,” we can turn our
attention to the coefficient's value. Here, we
observe that the two have a positive
relationship. This indicates that in Indian
states, the incidence of economic crime
increases (declines) by 2.45e-10 units per
capita for every unit of per capita net state
domestic product that grows or falls.

Likewise, it is also evident that the
probability value for "pov" is less than 0.1
at the 10% level of significance, less than
0.05 at the 5% level of significance, and
larger than 0.01 at the 1% level of
significance. At the 1% and 5% levels of
significance, the variable is statistically
inconsequential, but at the 10% level of
significance, it is statistically significant.
As a result, the alternative hypothesis is
accepted at a 10% level and the null
hypothesis is rejected. Now that we are
aware of the substantial correlation
between "pov" and "ecocrime_pc," we can
turn our attention to the coefficient's value.
Here, we observe that the two have a bad
relationship. This suggests that in Indian
states, the per capita incidence of economic
crime rises or falls by 6.93e-07 units for
every unit of population living below the
poverty line.
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Additionally, it is evident that the
probability value for "unemp" is higher
than 0.01 at the 1%, 0.05 at the 5%, and
even higher than 0.1 at the 10% levels of
significance. This suggests that the variable
is statistically insignificant at all
significance levels (1%, 5%, and 10%),
leading to the acceptance of the null
hypothesis and the rejection of the
alternative hypothesis. This indicates that in
Indian states, there is no discernible
correlation  between  the rate  of
unemployment and the incidence of
economic crime per capita.

Once more, the probability value for
"lorenz" is larger than 0.01 at the 1%, 0.05
at the 5%, and even greater than 0.1 at the
10% significance levels. This suggests that
the variable is statistically insignificant at
all significance levels (1%, 5%, and 10%),
leading to the acceptance of the null
hypothesis and the rejection of the
alternative hypothesis. This indicates that
the estimates of monthly per capita
expenditure obtained from the Lorenz ratio
and the per capita incidence of economic
crime in Indian states do not significantly
correlate.

Ultimately, the constant term is
statistically significant at the 5% and 10%
levels of significance because the
probability value is found to be less than or
equal to 0.05 and less than 0.1,
respectively, but statistically insignificant
at the 1% level of significance because the
probability value is greater than 0.01. As a
result, at the 5% and 10% levels, the
alternative hypothesis is accepted and the
null hypothesis is rejected.

The random effect panel model was
then conducted. The following is the

regression outcome that the random effect
model yielded:

Table 3: Regression Result of Random
Effect Model for ‘ecocrime_pc’

z- p-

ecocrime_pc | coefficient .
- statistic | value

nsdp_pc 2.37e-10 2.88 | 0.004

Pov -7.26e-07 | -2.28 | 0.023

Unemp -2.53e-08 | -0.52 | 0.601
Lorenz 0.0001004 | 1.43 | 0.152
Constant | 0.0000501 | 2.06 | 0.040

It is evident from the results (Table
3) that the probability value for "nsdp_pc"
is less than 0.1 at the 10% level of
significance, less than 0.05 at the 5% level
of significance, and even less than 0.01 at
the 1% level of significance. This suggests
that the variable is statistically significant at
all significance levels (1%, 5%, and 10%),
leading to the acceptance of the alternative
hypothesis and the rejection of the null
hypothesis. Now that we are aware of the
substantial correlation between "nsdp_pc"
and "ecocrime_pc,” we can turn our
attention to the coefficient's value. Here, we
observe that the two have a positive
relationship. This indicates that in Indian
states, the incidence of economic crime
increases (declines) by 2.37e-10 units per
capita for every unit of per capita net state
domestic product that rises or falls. This
shows that as states’ economies have
improved, people's disposable income has
increased and they are willing to take risks
and commit financial crimes to increase
their earnings by a small amount.

At the 1% level of significance, the
probability value for "pov" is also larger
than 0.01, but it is less than 0.1 at the 10%
level of significance and even less than
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0.05 at the 5% level of significance. This
indicates that while the variable is
statistically significant at the 5% and 10%
levels of significance, it is statistically
insignificant at the 1% level. As a result, at
both the 5% and 10% thresholds, the
alternative hypothesis is accepted and the
null hypothesis is rejected. Now that we are
aware of the substantial correlation
between "pov" and "ecocrime_pc,"” we can
turn our attention to the coefficient's value.
Here, we observe that the two have a bad
relationship. This suggests that in Indian
states, the per capita incidence of economic
crime rises or falls by 7.26e-07 units for
every unit of population living below the
poverty line. This suggests that the haves
rather than the have-nots in a state are
essentially responsible for the per capita
incidence of economic crime. Put another
way, economic crime is essentially white-
collar crime that is committed by the rich.

Additionally, it is evident that the
probability value for "unemp™ is higher
than 0.01 at the 1%, 0.05 at the 5%, and
even higher than 0.1 at the 10% levels of
significance. This suggests that the variable
is statistically insignificant at all
significance levels (1%, 5%, and 10%),
leading to the acceptance of the null
hypothesis and the rejection of the
alternative hypothesis. This indicates that in
Indian states, there is no discernible
correlation  between the rate  of
unemployment and the incidence of
economic crime per capita. Put another
way, the per capita incidence of economic
crime is unaffected by changes in the
unemployment rates of the Indian states.

Once more, the probability value for
"lorenz" is larger than 0.01 at the 1%, 0.05
at the 5%, and even greater than 0.1 at the

10% significance levels. This suggests that
the variable is statistically insignificant at
all significance levels (1%, 5%, and 10%),
leading to the acceptance of the null
hypothesis and the rejection of the
alternative hypothesis. This indicates that
the estimates of monthly per capita
expenditure obtained from the Lorenz ratio
and the per capita incidence of economic
crime in Indian states do not significantly
correlate. Stated differently, this suggests
that the degree of disparity among the
Indian states is not related to the prevalence
of economic crime per capita.

Ultimately, the constant term is
statistically significant at the 5% and 10%
levels of significance since the probability
value is less than 0.05 and 0.1, respectively,
but statistically insignificant at the 1% level
of significance because it is bigger than
0.01. As a result, at the 5% and 10% levels,
the alternative hypothesis is accepted and
the null hypothesis is rejected.

We have performed the Hausman
test to determine which of the two fixed
effect and random effect models is the most
suited.

The probability  value, as
determined by the results, is 0.7715, which
is higher than 0.01 at the 1% level of
significance, greater than 0.05 at the 5%
level of significance, and somewhat higher
than 0.1 at the 10% level of significance.
This indicates that it is not statistically
significant at the 1%, 5%, or 10% levels.
As a result, the alternative hypothesis is
always rejected and the null hypothesis is
always accepted. Thus, we can say that the
random effect panel model is the proper
model that might be considered fit in this
particular situation. For empirical analysis,
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the results shown above (Table 3) have
been taken into consideration.

Conclusion

Based on empirical evidence, it may
be said that the incidence of economic
crime increases (declines) by 2.37e-10 units
per capita for every unit of per capita net
state domestic product that rises or falls.
Subsequently, the per capita incidence of
economic crime rises (falls) by 7.26e-07
units for every unit of population below the
poverty level. Furthermore, there is no
discernible link between the per capita
incidence of economic crime and the
unemployment rate. Lastly, estimates of
monthly per capita expenditure using the
Lorenz ratio and the incidence of economic
crime per capita do not significantly
correlate.

In summary, we can say that the
population living below the poverty line
has a negative impact on the per capita
incidence of economic crime in India,
whereas the per capita net state domestic
product has a large positive impact.

| | STHIET || STHETI-STT 203, TE 98, 3T ook sk ok sk ok sk o sk o ok sk ok

**k*k

ISSN 2320-0197 | sk =k

References:

Ehrlich, 1. (1973). Participation in
illegitimate activities: A theoretical and
empirical  investigation. Journal  of
political Economy, 81(3), 521-565.
Ferwerda, J. (2009). The economics of
crime and money laundering: does anti-
money laundering  policy  reduce
crime. Review of Law &
Economics, 5(2), 903-929.

Goel, R. K., & Nelson, M. A. (1998).
Corruption and government size: A
disaggregated analysis. Public
choice, 97(1-2), 107-120.

Liu, J., & Lin, B. (2012). Government
auditing and  corruption  control:
Evidence from China’s provincial panel
data. China Journal of Accounting
Research, 5(2), 163-186.

Machin, S., & Meghir, C. (2004). Crime
and economic incentives. Journal of
Human resources, 39(4), 958-979.
Mauro, P. (1995). Corruption and
growth. The quarterly  journal of
economics, 110(3), 681-712.

(R00)



sk 2k sk sk sk sk sk sk sk sk skosk sk skosk sk skosk sk skosk sk s sk sk s skoske s sk skosk

ISSN 2320-0197 | sk =k

Gender-Based Inequalities in Shadow Education Participation at
Secondary Education Level in Haryana: An Analysis

Harvinder Singh
Assistant Professor (Economics),
University Institute of Legal Studies,
Panjab University Chandigarh.

Angrej Singh Gill
Assistant Professor (Economics),
Panjab University Rural Centre,
Kauni, Sri Muktsar Sahib (Punjab)

Abstract:

This study, on the basis of a comprehensive primary survey, investigates whether
gender constitutes an important variable while parents make choice of shadow educational
options for their offspring at secondary education level in Haryana (India). The findings of
the study exhibit that a sizable proportion (i.e. 43.93 per cent) of the sampled students under
the study accessed to shadow education in 2018-19, and the existence of the shadow
education at such a level has led to reproduce profoundly the issue of gender-based
inequalities. Thus, while 56.52 per cent of the male students were attending the private
tuitions, the corresponding figure for their female counterparts was 33.71 per cent. Besides,
an analysis of household spending on secondary education in Haryana also exhibited a
strong pro-male gender bias at the household level.

Key words: shadow education, forms of tuition providers, gender, region, type of school,

household expenditure.

Introduction:

Globally, shadow education (or
“private tutoring) is demanded to enhance
the academic performance of the students
pursuing formal education (Baker et al.
2001). Studies (Bray 2006; Bray et al.,
2014) view this form of parallel education
as way to generate and reproduce socio-
economic inequalities, given that it leads to
create unequal educational opportunities as
it is more affordable for socio-economically
better-off households. Private tutoring is not
a new phenomenon in India: a significant
proportion of students at each stage of
schooling took private tutoring even in
1986/ 87 (Azam, 2016). However, the extent
of private tutoring is continuously
increasing after the introduction of neo-
liberal reforms in 1991, which is known to
profoundly  impacted  socio-economic

| | STTHHTET | | ATATHSTT R0%%, TE 9§, 3 $ s se ke s sk s s s sk e s sk sk ok

inequalities in the country. In such a
situation, it becomes important to examine
the extent of shadow education at state as
well as national level. Besides, there is
another bigger issue: due to interplay
between several socio-cultural norms and
economic hardships, the female gender
faces various discriminations at household
level. Thus, it becomes imperative to
examine the extent of gender inequalities in
access of shadow education and spending
patterns of households at secondary level of
education.

Given the aforesaid background, the
present study examines magnitude of
shadow education at secondary education
level and its iniquitous outcomes in terms of
regional and gender inequalities in the state
of Haryana. As a matter of fact, the parents
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in patriarchal societies like India tend to
treat their sons and daughters differently,
and this issue is deep-rooted in states like
Haryana. In this study we are particularly
concerned about knowing whether gender is
an important variable while parents make
choice of coaching options at secondary
level. Besides, the extent of private cost/
household expenditure on shadow education
at secondary education level across the two
genders is examined at rural and urban
level.

In the rest of the paper, while section
Il focuses on reviewing the previous
literature, section Ill precisely deals with
data sources and methodology. Moreover,
Section IV focuses on access to private
tuitions and gender disparities, whereas
Section V deals with costs of shadow
education, and inequality upshots thereof.
The final section presents the summary and
conclusions of the study

Review of literature:

Given the exponential rise of private
tuition providers in education marketplace
during neo-liberal economic reforms era, the
phenomenon of ‘shadow education’ is
increasingly becoming a major area of
interest in  national and international
contexts. Various scholars have examined
the prevalence of shadow education and its
determinants around the globe. For instance,
Giavrimis et al. (1998) investigated the
phenomenon of shadow education in
Greece, focusing on the differences between
formal and shadow education and the
reasons for its existence. The primary
survey demonstrates that most shadow
education schools have well prepared
students for the exams. Therefore, majority
of families prefer to give money from their
savings for their child’s success. Similarly,
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Hultberg et al. (2021) predicted that higher
levels of academic readiness and aptitude, as
well as higher household education levels
and current wealth, will increase demand for
private tutoring. An additional finding was
that higher expected returns to private

tutoring increase demand for tutoring
Services.
Studies investigated the socio-

economic determinants of shadow education
at various educational levels like income
level of the household, geographical
location, parental education, fewer siblings,
gender of the student social stratification
etc. For example, Pallegedara and
Khondoker (2018) analysed the decision to
take private tutoring and the associated
tutoring expenses by households in
Bangladesh and showed that households
with higher purchasing power are spending
more on private tuition, emphasizing the
unequal access to private tuition. A study by
Tansel and Bircan (2006) using household
expenditure survey conducted in Turkey
found that households who send their
children to private coaching spent 1-15 per
cent of their incomes on average. In
addition, Dang (2007) found that private
tutoring in Vietnam is a necessity in the
household budget for both primary students
and lower secondary students. Similarly, in
the context of India, Azam (2016) provided
a comparative picture of incidence and cost
of private tutoring at different stages of
schooling over the last two decades in India.
The demand for private tutoring is inelastic
at each stage of schooling, which implies
that private tutoring is a necessary good in
the  household  consumption  basket.
Furthermore, students from urban areas,
private schools, and from better economic
backgrounds are more likely to take private
tutoring.
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As a matter of fact, there have been
seen several gender disparities in
educational attainments in terms of literacy
rate, gross enrolment ratio, dropout rates
and school choice and in access of shadow
education at various education levels at
national as well as international level. Nath
(2008) analyzed the trends, socio-economic
disparities and cost in private supplementary
tutoring and its impact on learning
achievements among primary students in
Bangladesh. The study noted the prevalence
of the gender discrimination against the
rural girls. The study further found that
Kindergartens and the secondary school-
attached primary sections, where the
children of well-off families enrolled, were
more likely to have private tutor compared
to the students of non-formal schools and
the madrsas where the children of relatively
poorer families enrolled.

Choudhury et al. (2021), using the
latest National Sample Survey (NSS)
education round data and two-step Heckman
selection equation, examined the patterns
and determinants of demand and cost of
private coaching in higher education in
India. The results show that not only is pro-
male gender discrimination in existence;
there is also caste inequality in the demand
for and cost of private coaching, with a
higher marginal effect among poor
households. The differential effect of
‘institution type’ is also revealed in
household investment on private coaching
between the rich and poor, wherein rich
students attending private coaching spend
2.4% more than their poor counterparts. The
study establishes that the market for shadow
education, which by its very nature, is
highly selective and delivers the service
largely to the students of socially and
economically well-off families. The study
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provides a rationale to consider the
dynamics of inequalities in access to private
coaching while devising educational
policies for making higher education
egalitarian.

Although, the phenomenon of
shadow  education  and household
expenditure thereon as well as the social and
gender inequalities have vastly been
examined in previous studies, most of these
studies focused on either primary or higher
level of education. There is gap in literature
examining the shadow education at
secondary education level and its impact on
gender inequity. Besides, most of the
previous studies have merely used
quantitative data for examining the
dynamics of social inequalities, there is gap
in literature to examine these phenomena by
combining quantitative statistics  with
qualitative data. The present study intends to
fill such gaps in literature.

Objectives, data sources and methodology
The major objectives of the study are:

1. To examine the magnitude and
patterns of shadow education at
secondary level in Haryana (India)
under the market-driven
dispensation.

2. To study the financial burden of
such  coaching  patterns  on
households.

3. To analyse the scenario and impact
of the said institutional stratification
in reproduction of  gender
inequalities.

The study is primarily based on the
primary data collected from the 300
sampled households (180 Rural and 120
Urban) through a semi-structured interview
schedule (i.e. comprising of quantitative and
gualitative  dimensions). The sampled
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households were chosen using the
Multistage Stratified Random Sampling
from three districts of Haryana, viz.
Fatehabad, Kurukshetra and Rohtak. These
districts were selected using literacy rate as
a criterion (i.e. dividing all the districts in
the state into lower, medium and higher
literacy rates strata). The data has been
collected for 428 students studied in
secondary education. The study examines
the data in absolute and relative terms using
the methods of percentages and ratios, and
makes the analysis in comparative-
descriptive manner. Moreover, qualitative
information pertaining to various important
aspects related to secondary education, its

commercialization and inequity has also
been collected from various school teachers,
principals and other administrators using
personal interview method as well as focus
group discussion (FGD) method.

Access to Shadow education: Levels and
Patterns

Table 1 presents the distribution of students

accessing shadow education at sub levels of
secondary education in Haryana by region
and gender. Overall, 43.93 per cent out of
428 students have access of shadow
education in the state in 2018-19 at
secondary education level.

Table 1: Students’ Participation in Shadow Education in Haryana by region and type of
educational institute, 2018-19

Classes Sector Educational Institute Type
State-owned | Private Aided | Private Unaided Al
Schools

Higher Rural 25.00 20.00 55.88 39.44
Secondary Urban 45.83 28.57 46.27 44,90
Level Persons 30.68 23.53 51.11 41.67
Intermediate Rural 43.64 50.00 47.62 45,71
Level Urban 51.52 66.67 38.64 45.78

Persons 46.59 57.14 43.02 45.74
Overall Level | Rural 33.61 33.33 52.73 42.11
(Classes: Urban 49.12 46.15 43.24 45.30
IX-XII) Persons 38.64 38.71 47.96 43.46

Source: Author’s calculations based on the field survey

Further, 38.64 per cent of the government
school student accessing the shadow
education while the corresponding figures
for private aided and unaided school
students were 38.71 and 48.96 per cent
respectively at secondary education level.
Besides, it has been found that the extent of
shadow education is comparatively more at
intermediate  level  vis-a-vis  higher

secondary level. The rise of shadow
education in Indian educational market and
elsewhere is largely being questioned
particularly from the perspective of gender
and other forms of inequalities (Zhang and
Xie, 2106; Byun et al.,, 2108; Mitra and
Sarkar, 2019 and Choudhary et al., 2021).
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Table 2: Students’ Participation in Shadow Education in Haryana by gender, region,
type of school and Sub-levels of Secondary Education, 2018-19

Students’ | Educational Higher Secondary Level Intermediate Level
Gender | Institute Type | Rural | Urban | Persons | Rural | Urban | Persons
State-owned 27.27 | 66.67 40.32 66.67 68.75 67.86
Boys Private Aided 28.57 25.00 27.27 25.00 | 100.00 57.14
Private unaided | 66.67 | 56.76 60.94 56.76 40.00 50.88
All Schools 46.84 | 56.60 48.91 56.60 56.41 56.52
State-owned 22.58 | 25.00 26.32 25.00 35.29 31.03
Girls Private Aided NA 33.33 42.86 33.33 33.33 33.33
Private unaided | 41.38 | 33.33 41.30 33.33 37.50 35.19
All Schools 30.16 | 31.11 33.64 31.11 36.36 33.71

Source: Author’s calculations based on the field survey

Table 2 exhibits the privatisation of
secondary education has led to reproduce
gender-based inequalities. Therefore, while
56.52 per cent of the male students were
attending the private tuitions, the
corresponding figure for their female
counterparts was 33.71 per cent and the
same patterns are observed at higher
secondary education. The pro-male gender
discrimination exists in rural as well as
urban areas. However, such differences are
of lower measure at the intermediate stage.
Private  Expenditure On  Shadow
Education: Levels and Patterns

Shadow education is in existence on
both ends i.e. demand side and supply side.
The household and students who create
demand for shadow education can be
considered as the consumers. Moreover, it
also came to the fore that the shadow
education providers are into the business in
the state to earn profits. In such a situation,
it could be expected that the households in
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the state must be paying substantial
amounts of money to access shadow
education at secondary education level. In
such settings, it would be interesting to
examine the comparative picture of
household expenditure on shadow education
secondary level in Haryana.

An analysis of data from table 3
establishes that per student per annum
household expenditure on shadow education
in Haryana is 34,695 at secondary education
level. However, the amount spend at higher
secondary level is 23,851 while the
corresponding amount for intermediate
level is X5,611. It implies that the household
bear 1.47 times higher financial burden to
send their wards for private tuitions at
intermediate  level  vis-a-vis  higher
secondary level. During the primary survey
it is found that household prefer relatively
higher cost coaching options at intermediate
level of secondary education vis-a-vis
higher secondary level. The table also
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reveals that this expenditure is of higher
Vis-a-vis

order at

urban

level

schools and

rural education.

counterparts across three diverse type of
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sub-levels

of secondary

Table 3: Private expenditure on shadow education at secondary education level
in Haryana by Type of educational Institution

Educational Institute Type
Classes Sector State- Private Private All
owned Aided Unaided Schools

Higher Rural 1063 3500 3897 3073
Secondary Urban 1500 5750 5968 4841
Level Persons 1241 4625 4828 3851
Intermediate Rural 3446 5750 7510 5331
Level Urban 2853 6000 9394 6111

Persons 3200 5875 8376 5676
Overall Rural 2493 5000 5143 4115
Secondary Urban 2321 5917 7181 5429
(Classes:I1X-XI1) | Persons 2422 5458 6066 4695

Source: Author’s calculations based on the field survey

Table 4: Private expenditure on shadow education at secondary education level in

Haryana by Type of educational Institution and Students’ Gender

Higher Secondary Level

Intermediate Level

Students’ | Educational

Gender Institute Type | Rural | Urban | Persons | Rural | Urban | Persons
State-owned 1156 1538 1335 3688 3109 3452

Boys Private Aided 3500 6205 5166 7000 7333 7250
Private unaided 4327 | 10000 5667 8546 | 11250 9576
All Schools 3511 5087 4216 5903 6645 6217
State-owned 943 1400 1080 2963 2383 2714

Girls Private Aided NA 1500 1500 5333 2000 4500
Private unaided 2967 5470 4105 5586 7744 6800
All Schools 2221 4314 3109 4378 5375 4847

Source: Author’s calculations based on the field survey
The close perusal of data reveal that amount on shadow education at

the urban students enrolled in private aided
and unaided schools spend a sizeable
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intermediate level of secondary education
and similar patterns are observable at higher
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secondary education. Besides, it is also
imperative to examine the gender
inequalities in household expenditure on
shadow education at secondary education
level. Table 4 exhibits that a pronounced
level of pro-male gender bias exists in
household  expenditure on secondary
education in Haryana. The households, on
an average, incur 4,216 and 6,127
annually on their male children respectively
for higher and intermediate levels, while the
corresponding figures for their female
counterparts are 33,109 and 34,847
respectively. This indicates that such
expenditure is higher for male children by
1.36 and 1.26 times respectively for higher
and intermediate classes. There are sizeable
variabilities in household expenditure on
shadow education in urban vis-a-vis rural
areas across the male and female gender. As
a matter of fact, the household in urban
areas spend 210,000 and X11,250 vis-a-vis
their counterparts 35,450 and 7,744 at
higher secondary and intermediate level of
secondary education. Moreover, the rural
household also prefer relatively more
expensive coaching options for male as
compared to female counterparts across the
three diverse type of schools and sub-levels
of secondary education.

Conclusion:

The findings of the study exhibit that
43.93 per cent of the sampled students under
the study accessed to shadow education in
2018-19, while the corresponding figures
across the three types of institutions were
varying. Thus, 38.71 and 48.96% of

students in private aided and unaided
schools  received shadow education,
compared to 38.64 of students in

government schools. Shadow education has
led to reproduce profoundly the issue of
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gender-based inequalities, as 56.52 per cent
of the male students were attending the
private tuitions, while the corresponding
figure for their female counterparts was
33.71 per cent. Gender imbalance in access
to shadow education stems from some
parents purposefully choosing private
tuition for their sons over their girls due to
budget limitations in the home. The analysis
of the data further established that
households in the state 34,695 year per
student on shadow education at the
secondary level, whereas the same amount
for intermediate level was 35,611 and the
corresponding  figure for the higher
secondary level were 3,851. It suggests
that the household spent 1.47 times more
money to send their children to private
school at the intermediate level than at the
higher secondary level. Analysis of
household spending on secondary education
in Haryana exhibits a strong pro-male
gender bias, whereby the expenditure on the
male offspring is 34,216 and 6,127 at the
higher and intermediate levels, whereas it
33,109 and 4,847 respectively on their
female counterparts.
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Abstract:

The banking sector in India experienced significant transformation post-
independence, notably with the nationalization of major banks in 1969 aimed at enhancing
credit to priority sectors. This led to substantial growth, with public sector banks (PSBs)
holding 70% of banking resources by 2017. However, the global financial crisis of 2008 led
to a sharp increase in Non-Performing Assets (NPAs), where principal and interest on loans
are overdue. NPAs in India were classified into substandard, doubtful, and loss assets by the
RBI, escalating to 9.3% of total loans by 2017. Factors contributing to NPAs include both
macroeconomic conditions like global crises and internal factors such as poor bank
management and aggressive credit policies. The paper discusses legal measures such as the
Insolvency and Bankruptcy Code 2016, and remedial measures including privatization,
governance reforms, and enhancing RBI regulations to resolve NPAs. Further suggestions
include improving recovery strategies, staff training, and stricter loan appraisal mechanisms.
Effective management of NPAs is crucial for the stability and progress of India's banking
system and economy.

Keywords: Non-Performing Assets (NPAs), Public Sector Banks, Insolvency and Bankruptcy
Code, Banking Reforms, Loan Recovery, Credit Appraisal.

hands of few industrial houses and banks
door for credit were not properly open for
the small entrepreneurs for this purpose in
1969 that time prime minster Mrs. Indira
Gandhi has nationalized 14 commercial
banks and subsequently nationalized 20
banks. And after that there is tremendous
growth in banking sector and efforts were
made to enhance the disbursement of credit

Introduction:

The banking and finance sector was
much weak prior to the Independence.
During the Great Depression and also world
war period these was a spate for bank
failure in India. Reserve Bank of India was
worried to check the loss to depositors. In
1964 RBI has established a deposit
Insurance Corporation to check the losses to

the banks. This has given a little stability to
banking and financial sector in India. This
resulted in the growth of banking and
financial sector. But this growth was
generating concentration of wealth in the
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to priority and non-priority sectors.

In the year 1991. Indian Economy
was opened for globalization and banks
became more cautious in sanctioning loans
and advances on account of piling NPAs
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(Non-performing Assets) Bank credit in
India as a proportion of GDP has increased
to 27 percent in 2000 and by 2015 it has
increased to 52 percent of GDP. During this
period private sector investment has
increased form 24 percent to 33 percent of
GDP. The public sector banks constitute
over 70 percent of banking system and are
in a state of crises. The NPAS have piled
up and presently stand at 10 percent of total
assets and stressed assets stand at 12
percent of total asset of banks.

Meaning of NPAs:

An asset is classified as NPA (Non
performing asset if due in the form of
principal and interest is not paid by the
borrower for a period of 90 days. A non
performing asset shall be a loan or an
advance where —

1. [Interest or principal remain overdue for
a period of 90 days in respect of term
loan.

2. The account of overdraft/cash credit
remain out of order for 90 days.

3. A bill purchased or discounted remain
overdue for 90 days or mere.

4. An advance granted for agricultural
purpose remains overdue for payment
interest or principal for period of two
harvest seasons.

5. Crop loan granted for short duration
remain unpaid for installment for period
exceeding two harvest seasons.

6. A long-term duration crop loan
remains unpaid for once crops seasons.

7. For offer loans any amount remains
unpaid for 90 days or more.

ISSN 2320-0197
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8. Other credit facilities if repayment is
not made as per terms became non
performing.

9. However, RBI suggested that a bank
cannot book interest on accrual basis.

Classification of NPA:

For the purpose of classification
assets are classified on the basis of the
strength and on the type of collateral
securities into following categories.

a) Substantial assets — The are assets
which remained NPAS a period not less
than or equal to 12 months.

b) Doubtful assets- which is likely to
remain NPAS for a period not less than
or equal to 12 months.

c) Loss assets- they are the assets
identified by bank auditors or by RBI
inspectors as loss asset for which there
is no security or there is considerable
erosion in the realizable value of
security.

Extent of NPAs in
System:

The NPAS in the Indian Economy
stands at Rs. 10.35 Crores. About 85
percent of those NPAS are from loans and
advances of public sector banks (2018) for
example the NPAS of state bank of India
are worth Rs. 2.23 lakhs crores.

Indian Banking

The growth of NPAs and return on Assets
are shown in following table:

Table -1
Year 2008 | 2010 | 2012 | 2014 | 2016 | 2017
NPAS as percent of total loans | 2.3% | 2.5% | 2.9% | 3.8% | 7.5% | 9.3%
Return on Assets in percent 1.1% | 1.0% | 1.1% | 0.8% | 0.4% | 0.4%
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The above table shows that during
the decade time from 2008 to 2017 the
NPAS have grown to 4 times in terms of
percentage however the growth in term of
values looks exorbitant. The rate of return
on the Assets is coming down (became
NPAS do not yield any return) resulted in
the decrease of profitability of banks.

Etiology of the rise of NPAs:

There are two sets of factors leading
of rise in NPAs. One is external and
another is internal. Among external leading
factor is decrease is global commodity
prices which resulted in slowing down of
exports, while internal factors are intrinsic
to the Indian Banking Sector.

Most of NPAS belong to the loans
granted in 2000 at this time economy was
blooming and business outlook was very
positive. At this time large corporate were
granted loans for the projects based on
extrapolation of their recent growth and
performance. With the loans being
available more easily than before,
corporate, grew highly leveled, implying
that most financing was through external
borrowing rather than internal promoters’
equity. It was well till 2007 but when in
2008 there were global financial crises, the
economic growth stagnated, result was
decreased in the repayment capacity of
these corporate decreased. This contributed
what is now knows as India’s Twin
Balance Sheet problem, where both the
banking sector (that gives loan) and
corporate sector (that takes and has to repay
these loans) have under financial stress.

Moreover, the practice of ever
greening of loans doers by the banks to the
projects who were under performing were
given fresh loan to pay off their interest has
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added to the more NPAS. It is unfortunate
to tell here that, recently these have been
frauds of high magnitude that have also
contributes to rising of NPAS. Earlier they
were small but now these frauds have been
increasing and there have been number of
instances of high-profile fraudster being
penalized.

Determinates of NPAS of commercial
Banks in India:

The various factors Causing and
determining NPAs are divided into two
broad categories macroeconomic
determinants, which influence all banks
without any distinction and (b) banks
specific factors which affect different banks
differently.

a. Macro-Economic Factors - It was
found that the relationship between
weakening of macro-environment and
failure of banks was positive in US and it
was pointed out by brown bridge. But
growth of Real GDP (RGDP) and NPA is
inverse. Therefore, as slowdown of
economic activity results in increase NPAS.
Similarly, the inflation and NPAS is found
to be inverse. An inflation in economy with
heavy import restrictions, would lead to
high profits for business enterprises,
because of fact that wages and costs of raw
material don’t rise immediately and
consequently there is windfall rise in profit
earning would boost loan repayment ability
and hence NPA would decrease other
macro-economic factors constitute political
interference competition among different
banks, natural calamities etc. Among these
factors political interference is worst in
case of Indian Banks. Many businesses
corporate get this advantage and the high-
level officers were pressurized by
politicians either to grant loans without
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proper securities or to corporate having
doubtful  repayment  capacity. The
competition among the different banks also
resulted in capacity and resulted in the
piling of NPAS with banks. Moreover,
Indians Natural environment is volatile and
is exposed to risks of mansoon. This results
in fluctuation of agricultural production
which results in the losses to agriculturists
making their loans defaulted. Other
calamities like earthquake, plant diseases
etc. also contribute in losses by natural
calamities and results in non-repayment of
loans.

b. Bank specific and internal factors: The
bank specific factors include rapid credit
growth, poor bank management and
aggressive credit policies with eagerness
increase market share, results in a growth in
bad credit and NPA. This can be attributed
to deliberate reformation of lowering of
credit standards, reflect a risk-taking
behavior on the past of bank management.
Moreover, failures to enforce high levels of
bank efficiency and aggressiveness to
enlarge to share of business results in
increasing ratios of NPAS to loans.

Another  specific ~ factor  is
connection between cost efficiency and
NPAS found as strong evidence of bad
management as a reason for rise in NPAS.
Similarly, the banks with larger credit
deposit ratios had higher NPAS. It was also
found that rapid Credit Growth, bank Size,
capital and market power were all directly
associated with rising NPAS. Moreover,
increase in the operating cost also
contribute to increase in NPAS. However,
spending more for loan recovery results in
reduction of NPAS.

Other internal factors which are also
positively associated with the NPAS. They

are first one is appraisal system of
utilization and repayment of loan is
appraisal story and therefore inefficient on
the past of borrowers to utilize the loan in
proper way and misdirection of funds leads
to rise in NPAs. Secondly the irrational
system of sanctioning of loans, leads to
sanctioning of bad quality. Of loans which
have inherent tendency to poor repayment
system, certainly results higher
accumulation of NPAS. The third factor,
that can be attributed to the increase of
NPAS is delegation of power for
sanctioning loans to incompetent persons.
Where loans are not properly appraised and
get results into the NPAS. Fourthly, the
improper scrutiny of various information
given by the borrower is genesis of the loan
becoming a default and result to the rise in
NPAS. Fifty, the pressure of over
optimistic targets of credit expansion,
results in reckless sanction of loans with
risky repayment capacity leads to genesis
of NPAS. Sixthly, the non-follow up of
recovery also leads to increasing of NPAS.
Lastly the banks face the shortage of
technical staff for scrutiny of information
and pre-sanction verification as well as
personal visits to the borrowers to pursue
them for recovery of loans.

These two sets of factors operate
with combinations and permutations and
lead to increase in NPAS of banks

Measures to solve the problems of
growing NPAs:

The measures that can be taken to
resolve and present NPAS are of two
categories. Firstly, are regulatory means
legal measures and secondly the remedial
measures for banks prescribed and
regulated by RBI for internal restructuring
of stressed assets.
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a. Legal Measures: It was in the form of
enactment of insolvency and Bankruptcy
Code 2016 (IBC), which provide 180 days
recovery process for insolvent accounts,
where borrowers are unable to pay their
dues. Under IBC the creditors of these
insolvent accounts, pressured over by an
insolvency professional decide whether to
restructure the loan or to sell the defaulters
assets to recover the outstanding amount It
a timely decision is not arrived at, then
defaulters’ assets are liquidated under IBC.
The proceedings under IBC are handled by
Debt Recovery Tribunal for personal
insolvencies and for corporate insolvencies
National Company Law Tribunal (NCLT)
adjudicate the matter.

b. Remedial Measures: The remedial
measures have a very vast scope than legal
measures, where, different options are
discussed when our banking system was
beleaguered with non-performing assets
(NPAS). RBI in its financial stability report
of Dec. 2017 stated that NPAs stand at 10.
Percent of all assets, while stressed assets at
128 percent and related frauds, amount to
INR612.6 billion in the last five years. It
resulted in failure of integrity and
competence of banking system which get
plagued with NPAS. Over this issue a
round table, seminar was organized in early
2018 at Mumbai where Dy. Governor of
RBI, along with representation of bankers,
corporate, IMF, Financial Journalist and
academics key issues discussed were
privatization, improving  governance
regulatory system and reengineering of
banking practices. These issues discussed
are summarized below:

c. Privatization: - Nationalization of
banks, at is was called the “original sin”
was considered necessary in 1969 by that
time Prime Minister Indira Gandhi was
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undertaken as collusion between industry

and finance. South Korea was another

example where banks are state owned but
are disciplined under Chaebols rather than
capitulating to political pressure. But in

India Public Sector Banks (PSBs) led to a

financial deepening in the country, because

it has umbilical card connecting them to
politicians and bureaucrats, which in train
stems from ownership structure of PSBs.

The Nationalization has led to various

inefficiencies in the banks such as (a) weak

powered boards (b) Muted incentives to
senior management to effect organizational
charges (c) Continual bureaucratic madding
resulting to systemic risks (d) External
vigilance enforcement causing paralyzed
decision making and also resulting to
frauds and corruption (e) Various opacities,
and (f) Distribution in human Resource

Management etc. to overcome these

insufficiencies the various options for

privatizing PSB can be tried as below

(i) Creating a Holding Company Structure
for banks (P.J. Nayak Committee)
where government shareholding will
be divested below 52 percent and a
bank holding company (BHC) to create
to monitor bank issued a professional
level

(ii) Creating a sovereign wealth fund
where proceed of privatization will be
consolidated and shall be managed
professionally.

(iii) Preparing a separate entity which may
be government owned and controlled
for all agricultural and social sector
lending and corporate lending to be
privatized.

(iv) Recapitalization and  Governance
reforms can enhance the market
valuation of PSBs and should lead to a
path for privatization.
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(v) Single Big Banks: - India may have

single big bank mimicking life
Insurance Corporation mode for PSBS.
But there is possibility of getting it
affected by too-big-to-fail syndrome.

(vi) Creating “Bad Bank”- The idea of this

bank is where the NPAS of all PSBs
may be transferred in it and PSBs
balance sheet can be cleared. But this
action likely to create more
complexities.

Thus, it appears that privatization is not a
panacea.

b) Governance Reforms:

The reforms those are suggest to

improve governance

i)

iD)
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Nayak Committee suggested that the
selection of bank chairperson on
should not be controlled by Ministry of
Finance, but it has not digested to
bureaucrats.

PSBs should have severe identity and
have such a restructuring that they will
operate as commercial banks and shall
have a coherent business strategy or
vision and shall make best use of
public money.

The term of chairperson must be
synchronized with the period make
them able to implement constructive
charges as policy.

Chairman’s salary package must have
incentives with the professional
decisions they bring to materialize.
This will attract professional talents to
banking sector.

Penalize wrongdoer in materialistic
way and not the taken or nominal way
but to create a deterrence have
reformatory influence.

Vi)

c)

ISSN 2320-0197 | sk =k

Sharpen the credit appraisal and
monitoring to diagnose the defects
capital, business purpose and character.

Improvement in RBI governance and

regulations:

The RBI is trying best to Central

PSBS. But following improvement are need
in its efforts.

)

i)

The RBI may work on line of bank of
England by subsidiarization its
prudential regulatory and supervision
functions. But the recognition that lost
synergies from such  separation
contributed to global financial crisis
demands caution.

The RBI to be given supervisory
capacity to conduct forensic audits and
this must be strengthened with human
as well as technological resources.

RBI regulations have permitted bank to
“evergreen” credit but in effect it
delays the recognition and also the
resolution of NPAs. So, RBI
regulations must take away incentives
of banks to kick the can down the road
and “extend and pretend”. Therefore, it
is needed to recapitalization of PSBS
which is to can be carried out with
reforms.

d) Reengineering of banking systems:

Our present banking system needs to be
reengineering by following measures-
There is need for creation of vibrant
secondary market for NPAs is crucial.
The lack of transparency in price of the
assets is holding this book. The reason
is lack of autonomy to PSB and fear of
vigilance action.

The internal and concurrent audit
system of banks become old and needs
to be strengthened.
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iii) There is need for better market
intelligence, fund flow and financial
analysis to diagnose willful defaults for
banks.

iv) The maker-checker systems require
human intervention and are therefore,
prone to capture and corruption.
Therefore, to prevent financial frauds
there is need for Artificial Intelligence.
For this core banking system (CBS)
needs to be linked with Financial

Technology.

v) For good quality of financial
information, the traditional means like
speaking to people in industry,

suppliers and customers should be
valued and used time to time in
combination with artificial intelligence.

e) Other Measures: To solve the problem
of non-performing Assets following
additional measures can also be
suggested.

i) There should be regular training
programms on credit and NPAs
management for executives.

i) Banks should organize recovery camps
to reduce levels of NPAs.

iii) Bank officials should organize
periodical visits to borrowers’ business
places.

iv) Bank should develop a good quality,
Credit Approval and Risk Management
Mechanism by improving
documentation system. They should
sanction the loans with prudential
norms to avoid additions to NPAs.

v) Banks should develop a monitoring
and audit system to the assets which
have potential to become NPAs.

vi) Banks to take help of Lok Adalats and
Debt Recovery Tribunals to decide on
NPAs of Rs. 10 lakhs and above.

vii) Banks to find out whether loans are
used for original purpose they have
taken and are not misdirect for their
use.

viii) There should be a special committee to
be constituted to assess NPAs.

iX) An appropriate SWOT analysis should
be done for enterprises before
disbursement of the advances.

X) The banking staff to be educated on
basis principles of banking i.e. safety,
liquidity and profitability. This with
enable them to take prudent decisions,

xi) Banks should take care that assets
pledged or hypothecated are fully
insured to safeguard the interest of
banks.

xii) Banks to organize recovery
competitions  for their  branches.
Similarly, to they should reward
regular prepares and penalize with
defaulters.

Conclusions:

The strength of the economy is
closely related to the reliability of it’s
banking system. The problem of NPAS can
be achieved only with appropriate credit
appraisal and risk management mechanism.
It is very important for the bank to keep the
level of NPAS as low as possible. Because
NPA is a kind of barrier in the success of a
bank which affects its performance. For
this purpose, banks in their loan appraisal
procedure should pay special attention to
macroeconomic forecast make by domestic
agencies to maintain stability of banking
system. To prevent or minimize adverse
impact of NPAS an economy, banks should
strengthen the loan appraisal procedure and
recovery measures.
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Abstract:

This research paper is an attempt to understand and analysed the different facet of
poverty. The present paper delves into the multidimensional poverty index (MPI) published
by NITI Aayog in its report for the years 2015-2016 and 2019-2021, The NITI Aayog has
used the data of NFHS 4 and NFHS 5 for calculating MPI. The paper highlights the
disparities in MPI across Indian states over the two periods. It indicates that the general
decline in MPI at national level, with the reduction in Headcount Ratio from 24.85% to
14.96% and the MPI almost reduced half from 0.117 to 0.066. Despite this national progress,
considerable interregional disparities persist. Bihar has consistently recorded the highest
MPI, whereas Kerala maintained the lowest level of MPI across the India. At another side
Bihar showed significant improvement in MPI during the period, contrasting with states like
Kerala, Lakshadweep, Punjab, and Puducherry which lagged in MPI reduction. The paper
underscores the need for targeted policies addressing the diverse nature of poverty across
Indian states.

Keywords: MPI, Headcount ratio, Intensity ratio

Introduction:

Poverty has been conventionally
measured through income but this approach
failed to capture the multidimensional
nature of poverty. The term
Multidimensional poverty is more than
mere measurement of income, it includes
other factors such as health, education, and
standard of living. This approach of
poverty provides a more holistic
understanding of  poverty.  Through
understanding multiple facets of poverty,
policymakers could develop more specific
policies to target the root causes of poverty
and improved the well-being of affected
one. Multidimensional poverty (MPI) is
more specific way to understand the
deprivation of an individuals and

communities. Multidimensional approach
of poverty acknowledges that poverty
cannot be homogeneous it is diverse
concept. Different individuals may have
different nature of deprivations, and it is
necessary to measure the combinations of
diversity. Multidimensional approach of
poverty, capture the complexities of
deprivation. This helps to understand the
problem of poverty in true sense and enable
to develop more comprehensive and
inclusive policies to alleviate poverty.
Additionally, the multidimensional
approach of poverty identifies the different
capabilities and functioning an individuals
and communities has, even at similar levels
of resources. This highlights more specific
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challenges an individual face to achieve
decent standard of living.

This paper study the
Multidimensional poverty index published
by NITI Aayog and comparatively analysed
the data of two different periods 2015-2016
and 2019-2021 based on NFHS 4 and
NFHS 5. The objective of the paper is to
identify  the  disparities in  the
Multidimensional poverty across states of
India during two different periods, i.e.
2015-16 and 2019-2021. In addition, this
paper attempted to inquired the change in
MPI's in absolute terms. The headcount
ratio (H), and poverty intensity (A) in to the
same periods across the states of India. The
final section explains absolute change in
MPI indicators across the states.

Data and Method:

This study uses the secondary data.
The data of India’s MPI for the year 2015—
2016 and 2019-21 is obtained from the
report named India’s National
Multidimensional ~ Poverty Index: A
progress review 2023 published by NITI
Aayog in 2023. The NITI Aayog uses
Alkire—Foster (A—F) Method developed by
UNDP and OPHI (Oxford Poverty &
Human Development Initiatives). A-F
Method has many technical and practical
advantages which made it suitable for the
measurement of non-monetary poverty
estimation. MPI of the year 2015-16 is
based on NFHS-4 dataset collected in the
year 2015- 16, MPI of 2019-21 uses the
NFHS-5 collected during 2019-21.

As per the UNDP HDR 2015 and
2019 MPI for the year 20015-2016 and
2019-2021 are calculated MPI using three
dimensions i.e. health, education, and
standard of living. MPI indicators reflects
Sustainable Development Goals (SDGSs).
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The Headcount Ratio (H) is determined the
multidimensionally poor population in
proportion with the total population.
Headcount Ratio (H) is one indicator use to
determine the MPI. H denotes the
Percentage of multidimensionally poor
population.

H = a = 100
n
Where, q implies number of
multidimensional poor and n implies total

population.

To calculate MPI the second index
used along with the Headcount Ratio is
Intensity of poverty (A) The intensity of
poverty shows the percentage of deprived
population suffered from
multidimensionally poverty. It is expressed

in percentage.
q

A =(—112ci(k)

i=1

The Multidimensional Poverty Index (MPI)
is calculated by multiplying both indices,
the Headcount Ration (H) and Intensity of
poverty (A). Hence, the MPI is calculated
as.

MPI=H=A

Multidimensional Poverty in India:

Table:1 Multidimensional Poverty Index
in India

Headcount | Intensity | MPI

Year | patio(H) | (A) (Hx A)

2015-16 | 24.85% 47.14% | 0.117

2019-21 | 14.96% 44.39% | 0.066

Source: India’s National Multidimensional
Poverty Index A progress review 2023, NITI Aayog

The table 1 states that the MPI
during NFHS-4 and NFHS-5 have been
falling in almost all the states in India,

(33%W)
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Headcount and Intensity index of poverty
in the year 20015- 20016 and 2019- 2021
has maintained good progress. Headcount
ratio has dropped down from 24.85 percent
in 2015-2016 to 24.85 percent in 2019-
2021. The MPI score has dropped more
than halved during this period from 0.117
to 0.066. There is no significance changed
in intensity of poverty. It reduced from
47.14 percent to 44.39 percent. This is a
serious concern for policy makers. Though
there is significant reduction in to MPI at
national  level, Large interregional
disparities have been observed across the

sates in India.
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State wise pattern of poverty in 20015-
2016 and 2019-21

Table 2 reveals that among all the
states in India Bihar has highest MPI 0.265
during 2015-16 followed by Jharkhand,
Uttar Pradesh, Madhya Pradesh, Aasam
and Meghalaya due to Lack of educational
facilities, scarcity of physical infrastructure
for industrial sector, high unemployment,
burden of population on the resources are
the main reasons behind the of the high
incidence of MPI in these states. The
Kerala has lowest MPI with value 0.003 in
2015-16. Kerala was the lowest in MPI
across all the states in India. After Kerala
Puduchchery, Lakshadweep, Goa were
having lowest MPI.

Table 2- State wise MPI, Headcount Ratio (H) and Intensity (A) in 20015-2016 and

2019- 2021
NFHS-4 (2015-16) NFHS-5 (2019-21) Absolute Change
Headco Headc ] Headco
State ) Intensi .
unt Intensity | MPI ount MPI unt Intensity | MPI
) . ty .
Ratio Ratio Ratio

Andhra
v 11.77% | 43.28% | 0.051 | 6.06% | 41.12% | 0.025 | -5.71% | -2.16% | -0.026
?rr:d“ea;ha' 24.23% | 47.25% | 0.115 | 13.76% | 43.04% | 0.059 | -10.47% | -4.21% | -0.056
Assam 32.65% | 47.88% | 0.156 | 19.35% | 44.41% | 0.086 | -13.30% | -3.47% | -0.07
Bihar 51.89% | 51.01% | 0.265 | 33.76% | 47.40% | 0.16 | -18.13% | -3.61% | -0.105
Chhattisgarh | 29.90% | 44.64% | 0.133 | 16.37% | 42.61% | 0.07 | -13.53% | -2.03% | -0.063
Goa 376% | 40.13% | 0.015 | 0.84% | 38.69% | 0.003 | -2.92% | -1.44% | -0.012
Gujarat 18.47% | 44.97% | 0.083 | 11.66% | 43.25% | 0.05 | -6.81% | -1.72% | -0.033
Haryana 11.88% | 44.40% | 0.053 | 7.07% | 43.34% | 0.031 | -4.81% | -1.06% | -0.022
Himachal | 2 coo | 30.44% | 0.03 |4.93% |4022% |002 | -2.66% |078% | -0.01
Pradesh
Jharkhand | 42.10% | 47.92% | 0.202 | 28.81% | 45.59% | 0.131 | -13.29% | -2.33% | -0.071
Kamataka | 12.77% | 42.76% | 0.055 | 7.58% | 41.21% | 0.031 | -5.19% | -1.55% | -0.024
Kerala 0.70% | 38.99% | 0.003 | 0.55% | 36.92% | 0.002 | -0.15% | -2.07% | -0.001
gﬂrzgzzr? 3657% | 47.25% | 0.173 | 20.63% | 43.70% | 0.09 | -15.94% | -355% | -0.083
Maharashtra | 14.80% | 43.76% | 0.065 | 7.81% | 41.77% | 0.033 | -6.99% | -1.99% | -0.032
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Manipur | 16.96% | 44.61% | 0.076 | 8.10% | 41.91% | 0.034 | -8.86% | -2.70% | -0.042
Meghalaya | 32.54% | 48.08% | 0.156 | 27.79% | 48.01% | 0.133 | -4.75% | -0.07% | -0.023
Mizoram | 9.78% | 47.42% | 0.046 | 5.30% | 45.62% | 0.024 | -4.48% | -1.80% | -0.022
Nagaland | 25.16% | 46.29% | 0.116 | 15.43% | 42.61% | 0.066 | -9.73% | -3.68% | -0.05
Odisha 2034% | 46.42% | 0.136 | 15.68% | 44.50% | 0.07 | -13.66% | -1.92% | -0.066
Punjab 557% | 43.74% | 0.024 | 475% | 41.22% | 0.02 | -0.82% | -252% | -0.004
Rajasthan | 28.86% | 47.34% | 0.137 | 15.31% | 42.70% | 0.065 | -13.55% | -4.64% | -0.072
Sikkim 382% | 41.20% | 0.016 | 2.60% | 41.02% | 0.011 | -1.22% | -0.18% | -0.005
Tamil Nadu | 4.76% | 39.97% | 0.019 | 2.20% | 38.70% | 0.009 | -2.56% | -1.27% | -0.01
Telangana | 13.18% | 43.29% | 0.057 | 5.88% | 40.85% | 0.024 | -7.30% | -2.44% | -0.033
Tripura 16.62% | 45.03% | 0.075 | 13.11% | 42.68% | 0.056 | -3.51% | -2.35% | -0.019
Uttar Pradesh| 37.68% | 47.60% | 0.179 | 22.93% | 44.83% | 0.103 | -14.75% | -2.77% | -0.076
Uttarakhand | 17.67% | 44.35% | 0.078 | 9.67% | 41.99% | 0.041 | -8.00% | -2.36% | -0.037
West Bengal | 21.29% | 45.50% | 0.097 | 11.89% | 42.35% | 0.05 | -9.40% | -3.15% | -0.047
Andaman &

Nicobar 429% | 4050% | 0.017 | 2.30% | 40.62% | 0.009 | -1.99% | 0.12% | -0.008
Islands

Chandigarh | 5.97% | 43.39% | 0.026 | 3.52% | 47.41% | 0.017 | 2.45% | 4.02% | -0.009
Dadra &

zaganaz"g' 1958% | 44.23% | 0.087 | 9.21% | 42.15% | 0.039 | -10.37% | -2.08% | -0.048
Diu

Delhi 4.44% | 43.92% | 0.02 |3.43% |41.99% | 0014 | -101% | -1.93% | -0.006
fg?;lf‘ 1256% | 44.17% | 0.055 | 4.80% | 42.11% | 0.02 | -7.76% | -2.06% | -0.035
Ladakh 12.70% | 40.37% | 0.051 | 3.53% | 41.20% | 0.015 | -9.17% | 0.83% | -0.036
Lakshadweep| 1.82% | 35.80% | 0.007 | 1.11% | 36.47% | 0.004 | -0.71% | 0.67% | -0.003
Puducherry | 1.71% | 38.55% | 0.007 | 0.85% | 38.03% | 0.003 | -0.86% | -0.52% | -0.004

Source: India’s National Multidimensional Poverty Index A progress review 2023, NITI Aayog

Table 2 shows that during the years
2015-2016, 9 out of the 36 states and UTs
has highest level of MPI exceeded the
national value of 0.117 and during 2019-21
8 out of 36 states and UTs has highest MPI
compare to the national level 0.066 of the
same period. States like Aasam, Bihar,
Chhattisgarh, Jharkhand, Madhya Pradesh,
Meghalaya, Odisha, Uttar Pradesh having
lowest level of MPI compare to national
level during both NFHS-4 and NFHS-5
except Rajasthan. Rajasthan MPI got
improved NFHS-5 and not fall below
national level. All these states having
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lowest MPI are primarily located in India's
central and eastern regions. Table 2 further
reveals that the Bihar is the only states
having highest MPI which is greater than
the high MPI category (0.212 and above)
during 2015-16. Seven states Arunachal
Pradesh, Aasam, Chhattisgarh, Meghalaya,
Nagaland, Odisha and Rajasthan fall within
the MPI's moderate category (considering
range between 0.108 to 0.159). While
fifteen states fall under lowest MPI
category (less than 0.054). Kerala having
the lowest MPI value of 0.003 recognised
as the states having lowest MPI in India.
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While studying the pattern of the
Headcount ratio during the 2015-16. Bihar
(51.89 %) has the highest headcount ratio.
The states like Bihar, Aasam, Chhattisgarh,
Jharkhand, Madhya Pradesh, Meghalaya,
Nagaland, Odisha, Rajasthan, Uttar Pradesh
surpassed the national headcount ratio
24.85 percent. In contrary Kerala (0.70 %)
has lowest headcount ration during the
period. In contrary Kerala (0.70%) had
lowest headcount ratio among all the states
during 2015-16.

According to intensity data given in
to table 2. Bihar (51.01 %) shows the
highest intensity during the 2015-16. Nine
states had high intensity than the National
average intensity 47.14 percent. The states
like Arunachal Pradesh. Bihar, Aasam,
Jharkhand, Madhya Pradesh, Meghalaya,
Mizoram, Rajasthan and Uttar Pradesh
surpassed the national intensity index.
These states are almost similar to the states
having highest headcount ration. In
contrary the states and UTs like
Lakshdweep (35.85%), Puducherry
(38.55%) Himachal Pradesh (38.49%),
Kerala (38.99 %) has lowest intensity
during 2015-16.

While analysing the state wise
pattern of Multidimensional poverty during
2019-21 it is observed the regional
disparities in the MPI, headcount ratio and
intensity across the states. According to the
data in table 2, Bihar had highest MPI
(0.16) and Kerala had the lowest MPI
(0.002) in India. After the Bihar states like
Meghalaya (0.133) and Jharkhand (0.131)
had faced high level of multidimensional

| | STTHHTET | | ATATHSTT R0%%, TE 9§, 3 $ s se ke s sk s s s sk e s sk sk ok

poverty these states fall under the moderate
level poverty (considering range between
0.108 to 0.159 MPI). During 2019-21 total
24 states fall under the lowest MPI
category (below 0.054) whereas during
2015-16 only 15 states fall under the lowest
MPI category (below 0.054). This shows a
commendable improvement by the states in
terms of Multidimensional  poverty.
Comparing with the national level score
during the same period it is observed that 9
states had greater MPI than the national
MPI1 (0.066). The states have crossed the
national MPI threshold were Bihar,
Meghalaya, Jharkhand, Uttar Pradesh,
Madhya Pradesh, Aasam, Chhattisgarh,
Odisha, and Nagaland. It should be noted
that the Kerala remain as the lowest MPI
states in India during both 2015-16 and
2019-21.

Absolute change in MPI across the
Indian states between 2015-16 to 2019-21

Several states like Arunachal
Pradesh, Aasam, Bihar, Chhattisgarh,
Jharkhand, Madhya Pradesh, Nagaland,
Odisha, Rajasthan, Uttar Pradesh have
made significant advancement in MPI on
the other side the states and UTs like
Kerala, Lakshadweep, Punjab, Puducherry,
Sikkim has the lowest reduction in MPI as
a result we can conclude that the countries
with the higher poverty incidence could
achieved substantial reduction in MPI
compare to the countries with the lowest
MPI.

(%R¢)



sk 2k sk sk sk sk sk sk sk sk skosk sk skosk sk skosk sk skosk sk s sk sk s skoske s sk skosk

ISSN 2320-0197 | sk =k

Graph-1

Absolute Change in MPI

o
SN R U RS
@Q{% Q:ﬂ\&@ 7 G)\@\Q@ 4_'5‘0% be@ K X
& & & &
S & &
Q\\
—— VP 2015-16
After calculating the absolute

change in MPI of the 2015-16 and 2019-21
it is observed that Bihar (0.105) could
achieved significant improvement in MPI.
Followed by Madhya Pradesh (0.83), Uttar
Pradesh (0.76) and Rajasthan (0.72). While
states like Kerala, Lakshadweep, Punjab
and Puducherry could not gain much in
terms of MPI reduction during the NFHS-4
and NFHS-5.

Conclusion:

The  paper underscores the
importance of multidimensional poverty
approach to understanding poverty, It is
beyond mere income parameter to it
includes health, education, and living
standards. The analyses based on the MPI
data from NITI Aayog for 2015-2016 and
2019-2021 highlight an overall reduction in
multidimensional poverty across India.
Despite the positive trend in MPI, there
exist disparities among the states, with
Bihar registered the highest MPI value in
NFHS-4 (2015-16) and NFHS-5 (2019-21)
saw the fastest reduction in MPI value in
absolute terms at the same time Kerala the
lowest in MPI saw slowest reduction in
MPI. States like Bihar, Madhya Pradesh,

| | STHIET || STHETI-STT 203, TE 98, 3T ook sk ok sk ok sk o sk o ok sk ok

2019-21

and Uttar Pradesh have shown notable
progress in reducing MPI, while others like

Kerala, Lakshadweep, Punjab, and
Puducherry have made comparatively
slower advancements. These findings

emphasize the importance of targeted and
region-specific policy interventions to
address the multifaceted nature of poverty.
It is imperative for policymakers to
recognize and act upon these disparities to
ensure inclusive development and improve
the overall well-being of the population
across all states in India.
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Abstract:

The tourism vertical is quite extensive. It consists of six sectors, making it one of the
most diverse industries. These sectors are transportation, accommodation, food and
beverage, travel agencies, and attractions. This article attempt to take a closer look of the
Maharashtra’s Tourism sectors, their size, and their economic impact. Maharashtra, a state
in western India, boasts diverse landscapes, historical sites, and vibrant culture. Tourism
plays a crucial role in Maharashtra’s economy, contributing to revenue generation, job
creation, and infrastructure development. Maharashtra is home to bustling cities like
Mumbai, serene hill stations like Lonavala, ancient caves of Ajanta and Ellora, and pristine
beaches along the Konkan coast. The state attracts both domestic and international tourists.
The trend in tourist arrivals has been positive over the years. State Government has made
efforts to enhance tourist infrastructure, including integrated facilities and basic amenities.

Key words — Tourism sector, Employment.

Introduction: sector and MTDC, its revenue generating
projects. Western region including Kokan
and Sambhajinagar Priority for tourism
Maharashtra tourism accounts for only
3.95% of total arrivals in Indian.

Maharashtra tourism a diverse
Indian state officers a rich tapestry of
experience its vibrant urban hubs to serene
natural wonders, Maharashtra Caters to

wide range of travelers. Its busting The history of tourism in Maharashtra is
metropolis boasts historical landmarks, fascinating and multifaceted. Let’s explore
cultural festivals. The state’s pictures its journey through time:

landscape feature Cush hills. Pristine
beaches and wildlife sanctuaries, making it
a heaven for nature.

Early Beginnings: The roots of tourism in
Maharashtra can be traced back to the times
of the Silk Route. This region served as a
Tourism industry and government strategic trade link between different parts
agencies with existing infrastructure and of India and the rest of the world.
private investment, tourism could generate
numerous job opportunities. Maharashtra
government Department through DCFL has
outlined a 20 years’ sustainable tourism
development plan. Phasing of investing for
development of categories into private and
public sector. Hotels and Resorts of private

The development of ports under various
dynasties made it a hub for trade and
cultural exchange, inadvertently laying the
groundwork for tourism.
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Colonial Impact: During the colonial era,
Maharashtra witnessed significant changes
due to British influence. Mumbai (then
Bombay) emerged as a major port city,
attracting traders, explorers, and travelers.
The city’s architectural heritage, including
landmarks like the Gateway of
India and Chhatrapati  Shivaji  Terminus,
became tourist attractions.

Post-Independence Growth: After India
gained independence, tourism activity
gained momentum. Maharashtra’s rich
history, diverse landscapes, and cultural
heritage drew visitors from across the
country. Pune, with its forts, shrines, and
historical significance, played a central role
in Maharashtra’s tourism story.

Modern Developments: Maharashtra’s
tourism capital, Aurangabad, became a
gateway to the Ajanta and Ellora Caves,
both  UNESCO World Heritage Sites.
Nashik, known as the “Wine Capital of
India,” offers vineyards, hiking trails, and
religious sites like the Trimbakeshwar
Temple. Mumbai, with its cosmopolitan
vibe, continues to attract tourists for its
beaches, temples, and vibrant culture.

Current Tourism Trends:

In 2021, Maharashtra  was
the second most visited state by
foreigners and the fifth most visited state
by domestic tourists in India. The state’s
blend of history, nature, and urban
experiences  continues to  captivate
travelers.

Maharashtra tourism holds immense
growth potential, thanks to its robust
infrastructure and diverse attractions. While
the state boasts a rich historical and cultural
heritage, these facets have been
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underexplored by both the tourism industry
and government agencies. With existing
infrastructure and private investments,
tourism could generate numerous job
opportunities. However, the lack of
comprehensive planning and coordination
among various government departments
has hindered progress. The Maharashtra
government, through DCEL, has outlined a
20-year sustainable tourism development
plan that prioritizes private sector
involvement, environmental considerations,
and socio-economic factors, fostering an
integrated approach among concerned. The
land of alluring bio-diversity, diverse
climate and  varying  topography,
Maharashtra continues to be a delight for
the aficionados of eco-tourism. The state
receives adequate rainfall throughout the
year resulting in the growth of Ilush
greenery evenly throughout the state. As a
result, a significant group of critically
endangered birds and animals get the safest
rescue in its wildest regions. To promote
this boon of nature without affecting the
eco-system or natural habitats of
endangered species, the Government of
Maharashtra has divided its wildlife spots
into various relatively less crowded wildlife
reserves such as Melghat Tiger Reserve,
Bor Wildlife Sanctuary or Umred -
Kharandla Sanctuary. These wildlife
reserves even have enlisted their names
among the best place to see tigers in India.
Thus, for the nature lovers, Maharashtra
appears to be a treasure trove of fascinating
natural grandeurs. Tourism is a socio-
economic phenomenon comprising of the
activities and experiences of tourists and
visitors away from their home. Tourism
industry in Maharashtra has a great
potential for growth, given the availability
of basic infrastructure. Maharashtra has a
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rich historical and cultural heritage, which
has been under-explored by the tourism
industry and the government agencies. This
paper analyses the crucial role played by
the tourism sector in the economic
development of Maharashtra. The paper
highlights the tourism policy of the state,
assesses  the  impact of  tourism
development, identifies specific tourist
centres and suggest certain policy measures
for the development of tourism activity.

Accommodation Projects
Accommodation facilities play a very
important role in development of tourism at
any destination. Almost 50% of the total
expenditure of tourists per day goes for
accommodation at  tourist locations.
Accommodation projects are amongst the
first revenue-generating projects to come
up at tourist destinations. The required
additional accommodation facility at tourist
destination is directly proportional to the
number of tourist arrivals staying at that
destination. Out of the total investment of
Rs 433.54 Cr, for revenue generating
projects, almost 48.21% would be in
projects providing accommaodation
facilities tourists. The accommodation
projects include Beach resorts, Budget
Accommodation, Non Star Luxury Hotels
and Star Hotels. Other Revenue Generating
Projects Revenue generating projects
suggested at different locations depend on
the target market of tourists expected to
visit that destination. Projects like
Amusement parks and convention centers
would not be feasible at remote locations
and hence should be located near major
cities and business hubs. At exclusive
tourist destinations away from major cities,
less capital intensive, small-scale projects
such as water sports, mall road and
shopping centres etc are suggested.

National tourism policy:

Tourism policy was announced for
the first time in Nov. 1982. The measures
suggested in the policy included Granting
export industry status to tourism, adopting
a selective approach for developing tourist
circuits, inviting private sector participation
and Utilization of national heritage for
attracting tourists. The policy recognized
the importance of international tourism in
earning foreign exchange and accorded
high priority to its development. The policy
recognized that facilities provided are
minimal for the large number of domestic
tourists who travel on pilgrimage or as
tourists for other motivations and the need
to substantially improve and expand
facilities for domestic tourists. A national
action plan for tourism was drawn up in
May 1992. The objectives of the action
plan included Socio economic development
of  areas, increasing  employment
opportunities, Developing domestic tourism
especially for the budget category,
Preservation of national heritage and
environment, Development of international
tourism and optimization of foreign
exchange earnings, Diversification of
tourism product and Increase in India’s
share in world tourism. The strategies for
achieving  the  objectives  outlined
Improvement of tourism infrastructure,
developing areas on a selective basis for
integrated growth along with marketing of
destinations to ensure optimal use of
existing infrastructure, Restructuring and
strengthening  the institutions  for
development of human resources and
Evolving a suitable policy for increasing
foreign tourist arrivals and foreign
exchange earnings. Tourism was declared
as a priority sector for foreign investment
in July 1991. A new national tourism policy
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has been drafted to keep pace with the
developments taking place around the
world and under consideration of the
Government of India. The national tourism
policy 2002 includes provisions like
facilitating the development of a dynamic
private sector in tourism, promoting eco-
tourism and rural tourism, facilitating
domestic tourism by promoting amenities
and facilities for budget tourist, giving
greater stress to development of pilgrimage
centers and integrated development of
identified tourist destinations with the
involvement of all the infrastructural
departments, states and the private sector.
Study Report on Preparation of 20 Years
Perspective  Plan for Dalal Mott
MacDonald Development of Sustainable
Tourism in Joint Director

Key Features of the New Tourism Policy:

Harness the direct and multiplier
effects of tourism for employment
generation, economic development and
providing impetus to rural tourism. Focus
on domestic tourism as a major driver of
tourism growth Position India as a global
brand to take advantage of the burgeoning
global travel and trade and the vast
untapped potential of Indian destinations.
Private sector is acknowledged as a critical
player in tourism growth with government
acting as a pro-active facilitator and
catalyst  Integrated  development  of
identified tourist destinations with the
involvement of all the infrastructural
departments/State govts and the private
sector. In relation to the development of
products that are related to special interests
of the target market, the product
development strategy in the Tourism Policy
2002 suggests the following Expansion of
cultural tourism leveraging on India’s 22

World Heritage sites. Development of
beach and coastal tourism in the states of
Goa, North Karnataka and Kerala.
Development of Cochin and Andaman-
Nicobar Islands as international cruise
destinations. Promote India’s unmatched
variety of traditional cuisines
internationally and encourage Indian
entrepreneurs to establish Indian ethnic
cuisine restaurants across the world.
Active promotion of village tourism to reap
socio-economic benefits in the regions of
North  East, Uttaranchal, Rajasthan,
Ladakh, Kutch, Chattisgarh and the
plantation regions. Integrate National parks
and major wild life sanctuaries into the
main tourism product through
Interpretation centres, visitor management
systems and promoting elephant and tiger
as ‘brands’ of Indian Wildlife Tourism.
Promote adventure tourism in the
‘Himalayas’ through products such as
white water and great river rafting.
Regulations and certification of tour
operators in this field should be introduced.
A world-class international convention
Centre should be constructed in Mumbai to
promote business tourism. Promote
dedicated shopping centers such as Dilli
Haat and Shilpagram along  with
dissemination  of information  about
shopping in India to tourists. Reintroduce
“Festivals of India” program in top 12
future markets for India starting with
annual programs in UK and USA. Promote
eco and health tourism. Six new circuits to
be developed for tourism were announced
in the 2002-03 budget by the finance
minister. The selection is specially aimed at
attracting tourists from Japan, Korea,
Thailand, Indonesia and other far eastern
countries.
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Table-1 District wise most visited tourist
places in Maharashtra

Sr.No. | District Domestic | Foreign
Visitors | visitors

1 Ahmadnagar | 12921487 | 7884

2 Mumbai 28691854 | 1677446

3 Pune 8779119 | 787553

4 Thane 1600831 | 8549

5 Solapur 4113127 |70

6 Aurangabad | 7604421 | 117712

7 Nagpur 4013137 | 9754

District wise domestic tourist

visitors of Mumbai are the largest, Mumbai
harbors various beaches, Gateway of India,
Heritage sculptures Bollywood which are
the special attractions.

Shirdi is a religious tourist place of
Ahmednagar District. This place frequented
even by various foreigners.

ISSN 2320-0197 | sk =k

According to the data complain by
the federation of Hotel & Restaurant total
numbers of approved hotels of various

categories is 242 with total rooms
amounting to 13854.
In this periods MSRDC has

proposed development of Maharashtra hill
station the Government of Maharashtra has
approved the project and in addition to the
road development and basic infrastructure
at various tourist destinations. The
government of Maharashtra has declared
entire.

Sindhudurg district as Tourism
distirct Tourist circuits in Maharashtra
including those in western ghats and central
regions as well as the Nagpur and Ajanta
Ellora Circuits in the Northern and eastern
zones respectively. Encompass various
inter connected destinations.

Table-2 Tourism Investment Plant year wise

Category 2017-18 | 2018-19 | 2019-19 | 1920-21 | 2021-2022
Accommodation 2347.1 2462.7 1668.9 1434.8 3303.9
Tourism projects 12245 | 1224.0 1224.5 1224.5 238.4

Tour Infrastructure 170.0 170.0 170.0 10.0 10.0

Basic Infrastructure 0.0 0.0 0.0 0.0 0.0
Promotion 960.8 960.8 960.8 960.8 960.8
HRM 133.1 133.1 133.1 133.1 133.1
TM&A 92.6 92.6 92.6 92.6 92.6
Others 225.7 225.7 225.7 225.7 225.7
Total 5154.5 5269.5 4516.2 4981.7 4964.7
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Graph-1 Maharashtra Tourism Total Investment year wise
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Tourism and Employment

The travel and tourism sector in
India provided employment to nearly 40
million people in financial year 2022.
Number of direct and indirect jobs in the
travel and tourism sector. Last five years
from 2019-20 near about 75 million people
got job in tourism. In the corona tourism

employment got decreased. Travel and
tourism are two of the largest industries in
India. Trade and Restaurants accounts 16%
Share in GDP and tourism sector generators
employment 12.36% The special features
of the employments that women have more
jobs.

Graph-2 Maharashtra tourism statistics and growth Economical Analysis
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Maharashtra revenue expenditure
development economic general tourism
data was reported 15910. This government
data increase from the previous year.
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Findings and Conclusion:

25% of the total domestic visitors to the
state visited Mumbai during the study
period.

79% of the foreign tourists / visitors to
the state of Maharashtra visited
Mumbai. The next favorite is Pune
(14%).

36% of the domestic overnight visitors/
tourists to the state of Maharashtra
belong to the state of Andhra Pradesh.
11% of domestic overnight visitors are
from Gujarat. This data is from the
accommodation survey.
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“HUTET T2T: AT I7TH ATT et FArentor”
(“The Problem of the Rupee: Its Origin and Its Solution)
@ — 1. &1, IR, STiagHt
(Y| YhRM - January 1, 1923 by P. S. King & son, Itd.)
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foramerofies &1 o STl foderr wreEfie
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Hifseh SAAEAT SATIUT FUT W

(Monetary Systems and Gold Standards)
AT AT e fafaer =em

ST TTETOT S STfsgaRt el forsdwor g

FATT. T YA FIIT=AT SIA-TET=T 9 T

Jeshid e ATETeR SATUTRT TGS o =TT

ITASHU SSHUV TSI HETd =1
TRt T FeurSt fordier srtrepr=it fafr
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